[bookmark: _Albright’s_DADM_Tools_Add-In]Albright’s DADM_Tools Add-In
I created this add-in for our Business Analytics: Data Analysis and Decision Making textbook as a “lightweight” alternative to Palisade’s DecisionTools Suite. Based on market research, we have found that a sizable percentage of our users prefer not to use the Palisade software, for a variety of reasons. Perhaps some of you will choose to use the DADM_Tools add-in instead, for the following reasons:
· It is free to everyone and can be downloaded from https://kelley.iu.edu/albrightbooks/Free_downloads.htm.
· Although it has many fewer features than the Palisade software, its features are sufficient for the book.
· Because it has fewer features, it is very simple to use, with virtually no learning curve.
· It works with Excel for Mac, whereas the Palisade software does not.
The rest of this document discusses and illustrates the tools in the add-in.
· Loading and Unloading DADM_Tools
· Common Features
· Summary Stats
· Histograms
· Scatterplots, Correlations
· Chi-Sq Test for Normality
· Regression Analysis
· Time Series Analysis
· Create Decision Tree
· Run Simulation
· Random Functions
Loading and Unloading DADM_Tools
You load DADM_Tools like any add-in. The easiest way is to first make Excel’s Developer ribbon visible, if it isn’t already, as follows: 
· Excel for Windows: Right-click any ribbon, select Customize the Ribbon, and check the Developer item in the right pane. 
· Excel for Mac: Select Preferences from the Excel menu, then View, then check the Developer tab button.
Then click Excel Add-Ins on the Developer ribbon to see the add-ins list. If DADM_Tools is in the list, check it. Otherwise, click Browse to find the DADM_Tools.xlam file. Once DADM_Tools is checked in the add-ins list, you will see a DADM_Tools tab with the following ribbon:
[image: ]
Each of the first eight buttons on this ribbon runs a program, as discussed in the sections below. The Unload button lets you unload the add-in, which you can also do by unchecking the DADM_Tools item in the add-ins list.
Common Features
· Except for the decision tree program, each of the DADM_Tools programs creates a new worksheet for each run, with a name corresponding to the program and the source data sheet. For example, if you run Summary Stats based on data in a sheet called Data, the results will be placed on a sheet named Data_Summ1. If you run another Summary Stats based on the same data, the results will be placed on a sheet named Data_Summ2, and so on. (The exception to this, the Decision Trees program, places the decision tree on the same sheet as the source data.) You can rename these results sheets as you like.
· The results sheets just discussed sometimes use range names. However, these are all created as worksheet-level range names, so they don’t interfere with any existing range names in your workbook.
· Whenever possible (the regression program is an exception), the results are linked to the source data with regular Excel formulas. For example, the Decision Tree program uses formulas on its branches that indicate exactly how the folding-back process works. Such straightforward formulas are useful for learning purposes. 
· The DADM_Tools dialog boxes often ask you to select a cell or a range, such as the following:
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To select the range by clicking or dragging (the preferred way), you must first click the small “dash” button on the right and then click the cell or drag the range. (Technical note: This is a modified version of Excel’s “RefEdit” control. RefEdit controls have been known to misbehave in Excel for Windows, and they don’t work at all in Excel for Mac. Therefore, I created this modified version to work in Windows and the Mac.)
· Each of the six programs in the Data Analysis group first asks you for a data range, as in the following dialog box:
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The program guesses the data range based on the current selection. Although you can change this data range, it is a good idea to select a cell inside your data set before running the program. If you do so, the guess is usually correct. (Note: Unlike Palisade’s StatTools add-in, there are no “defined” data sets in DADM_Tools. Therefore, to run any of the data analysis programs, you must first activate the data sheet.)
· Several of the data analysis programs internally identify categorical variables for various purposes. These are defined as either text or numeric variables with 12 or fewer distinct values. (The reason for choosing 12 is to accommodate Month variables with 12 distinct months.) More will be said about the roles of categorical variables in the following sections.
Summary Stats
This program uses built-in Excel functions to calculate summary measures for selected numeric variables in a data set, possibly broken down by a categorical variable. The steps are:
1. Click the Summary Stats button on the DADM_Tools ribbon and then select the data set range.
2. Select one or more numeric variables from the left pane in the following dialog box:
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3. If you want to break the summary stats down by a categorical variable, select one from the list on the right.
4. With the above choices, the results are as follows:
	[image: ]
Notes:
· You have no choice for the summary measures included, but you can delete rows you don’t want.
· The formatting of the results is based on the formatting of the original data variables, but you can change it as you like.
· If you don’t break down by a categorical variable, the result formulas are straightforward, using built-in Excel functions such as AVERAGE, MEDIAN, STDEV.S, and so on. However, if you break down by a categorical variable, the formulas are more complex. They still use built-in Excel functions, but they are array formulas, basically of the form =STDEV.S(IF(condition,data_range)). For example, if the condition is that gender is male, this finds the standard deviation of the males only. (No such array formulas would be necessary if Excel had functions like MEDIANIF, STDEVIF, and others like its AVERAGEIF function, but unfortunately, no such functions yet exist.)
Histograms
This program creates a histogram for each selected numeric variable in a data set. For any selected variables identified as categorical (12 or fewer distinct values), it creates a column bar chart with a bar for each distinct value. These categorical variables can be text or numeric. The steps are:
1. Click the Histograms button on the DADM_Tools ribbon and then select the data range.
2. Select one or more variables from the following dialog box:
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3. With the above choices, the results are as follows. The first and third charts are histograms in the usual meaning of the term. The middle chart is a column bar chart of counts in the various regions.
	[image: ]
Notes:
· For numeric (non-categorical) variables, the bins are chosen automatically by the well-known Freedman-Diaconis rule from the statistics literature. The maximum number of bins is 15.
· The bin information is hidden behind the charts in white font. However, if the data in the data set change, the bins, and hence the charts, change automatically.
Scatterplots, Correlations
This program creates a scatterplot for each pair of selected Y and X variables and/or a table of correlations between the selected variables. The steps are:
1. Click the Scatterplots, Correlations button on the DADM_Tools ribbon and then select the data range.
2. Select one or more Y and X variables from the lists in the following dialog box.
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3. With the above selections, the results are as follows:
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Notes:
· The correlations are created in the usual way with Excel’s CORREL function.
· You can select the same Y variables and X variables to obtain a square “matrix” of scatterplots and/or correlations.
· If you ask for correlations only, the suffix on the results sheet will be Corr, as in Data_Corr1. Otherwise, it will be Scat, as in Data_Scat1.
Chi-Sq Test for Normality
This program extends the Histograms program by comparing a histogram of the data with the histogram of data from a normal distribution with the same mean and standard deviation and reporting the results of a chi-square goodness-of-fit test for normality. The steps are:
1. Click the Chi-Sq Test for Normality button on the DADM_Tools ribbon and then select the data range.
2. Select a single numeric variable from the following dialog box:
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3. With the above selection, the results are as follows:
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Notes:
· As with the Histograms program, the information about bins is hidden in white font behind the chart.
· This is the usual chi-square test for normality, where a small p-value indicates that the data are not normally distributed.
Regression Analysis
This program runs a regression of a selected Y variable versus one or more selected X variables. The Y variable must be numeric and have at least two distinct values (so binary Y variables don’t qualify). The X variables must be numeric, or they can be categorical (numeric or text) with 12 or fewer distinct values. If a variable is numeric with 12 or fewer distinct values, the program can enter it in the regression as a “usual” numeric X variable, or it can create dummies for the distinct values and enter all but one of them in the regression. This is your choice. Similarly, if a variable is text with 12 or fewer variables, the program can create dummies for the distinct values and enter all but one of them in the regression. The program also allows you to run a backward stepwise regression. The steps are:
1. Click the Regression Analysis button on the DADM_Tools ribbon and then select the data range. For this example, the first 10 rows of the data set are the following:
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2. Select the regression variables from the following dialog box. Note, for example, that Education is numeric with five distinct values (1 to 5), so it can be treated as a numeric variable or a categorical variable with dummies, but not both.
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3. With these selections, the results are as follows, with many bottom rows not shown. (The output also contains a correlation matrix, not shown here, of all Y and X variables.)
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4. If the backward stepwise option is checked, with the same variable selections, the top part of the output is as follows:
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Notes:
· As usual, if an X variable is treated as categorical with n distinct values, only n-1 dummies are entered in the regression. The omitted category, the reference category, is the last in alphabetical order.
· In addition to the usual regression output from standard statistical packages, the VIF and R-square columns are added as multicollinearity checks. The cell comments explain these.
· If there is perfect multicollinearity, where at least one X variable is a perfect linear combination of others, the program issues an error message to this effect and no regression is run.
Time Series Analysis
This program runs a time series analysis for a selected times series variable. There are four methods available: moving averages, simple exponential smoothing, Holt’s exponential smoothing method for trend, and Winters’ exponential smoothing method for seasonality. Although you must choose the span (for moving averages) or the smoothing constant(s) (for exponential smoothing), the program then varies these and shows how the corresponding error measures vary. This allows you to see which span or smoothing constant(s) provide the best fit to the historical data. The steps are:
1. Click the Time Series Analysis button on the DADM_Tools ribbon. Then select a time series variable and, optionally, a date variable for labeling in the following dialog box. The data for this example are quarterly sales with seasonality. The quarter labels are in column A and the sales values are in column B.
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2. Choose the method and parameters in the following dialog box. In this case, Winters’ method is used with reasonable smoothing constants, and 8 quarters of future forecasts are requested.
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3. If Winters’ method is used, indicate information about seasons in the following dialog box. In this case, the quarterly sales data start in quarter 1.
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4. With these selections, the main results are as follows, with a few hidden rows, and future forecasts appear at the bottom in red font. As you can see in the lower sections of columns A and B, it would be better to use a larger value of the Alpha smoothing constant in terms of minimizing MAE, RMSE, or MAPE. In fact, you can then substitute these “suggested” values in cells B4 to B6, and everything will update automatically.
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In addition, because optional autocorrelations and an optional runs test were requested, the following results are also returned. There is evidently significant positive autocorrelation in the forecast errors.
[image: ]
Notes:
· All calculations in the body of the results (columns F to M in the above screenshot) are implemented with straightforward copyable Excel formulas.
· The initialization for exponential smoothing methods, particularly Winters’ method, is somewhat complex and you don’t see formulas in the relevant cells in column B. Different statistical packages use different initialization methods, with similar results. The initialization used in DADM_Tools is the method used in the Stata software package.
· The “best error measures” results from row 23 down in the first screenshot above are found by varying the smoothing constants through a grid of values: from 0.05 to 0.95 in increments of 0.05 for simple and Holt’s methods, and from 0.10 to 0.90 in increments of 0.10 for Winters’ method. For the moving averages method, the span is varied from 1 to 12 in increments of 1.
Decision Trees
This program let you build a decision tree from scratch on an Excel worksheet. It offers five basic functions: (1) start a new tree in a selected cell; (2) expand the tree from any existing end node; (3) copy the structure of any subtree emanating from a selected node; (4) paste a copied subtree to any existing end node; and (5) delete any subtree, including the entire tree. The steps are:
1. Click the Decision Trees button on the DADM_Tools ribbon.
2. Fill out the following dialog box with basic information about the tree.
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3. Fill out the following dialog box for starting the tree. For this example, the first decision is whether to purchase market research, yes or no. The cost of the research, as a negative number, is stored in cell B4, and the cost of no market research is 0, in cell C4. (Actually, cell C4 is blank, but this evaluates to 0.)
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This produces the following tree. Throughout, the best decision branch is labeled “Best” and all other decision branches are labeled with an asterisk. As usual, squares correspond to decision nodes, circles correspond to chance nodes, and diamonds correspond to end nodes. All user input values are in black font, and all values calculated by the program are in blue font.
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4. From here, click the top end node to get the following dialog box. (You get these same four options any time you click any node.)
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5. If you choose the “expand” option, you get the same dialog box shown earlier. If you fill it out as follows, you get the top part of the expanded tree shown below. You get the bottom part of the tree by further uses of the expand option.
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6. Here is a time-saver. Click the bottom decision node between rows 31 and 32 and choose the “copy subtree” option. For this example, the structure of the subtree from this node to the right should be copied to each of the end nodes in the top part of the tree. When you choose the “copy subtree” option, the node you click turns red, meaning that its structure is ready to be copied. Now click each of the end nodes in the top part of the tree and for each, select the “paste subtree” option. The tree then becomes the following. This tree is probably not quite correct because cell references to monetary values and probabilities are copied in the usual Excel way. For example, the cell reference in cell E17 probably needs to be changed. But this tree has the correct structure, and fixing the cell references takes only a little time.
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7. Finally, click the red node to return it to its original blue color, indicating that it is no longer ready to be copied.
Notes:
· The program allows you to create only one decision tree on a given worksheet.
· To change any branch label, click the corresponding text box and type a new label.
· The cells with blue font contain formulas that implement decision tree logic: (1) sums of monetary values next to end nodes; (2) maximums (or minimums for a cost minimization tree) next to decision nodes; and (3) sums of products of monetary values and probabilities next to chance nodes. You can study these formulas to understand how decision trees work, but don’t change them! The only cells you should change are those with black font.
· In the initial dialog box, you can choose the “maximize expected utility” option, along with a risk tolerance value for the exponential utility function. (The higher the risk tolerance, the less risk averse you are.) The same procedure is used, except that all values in blue font are utility (or expected utility) values.
· Only one node can be red (i.e., in copy mode) at a time. If one node is red and you click another node to copy it, the first node reverts back to blue.
· The program creates a hidden worksheet to store the structure of the tree. (This is how it enables copying, pasting, and deleting subtrees.) You can unhide this worksheet and examine it, but you should not change it or delete it. This hidden sheet takes its name from the decision tree sheet. For example, if the decision tree sheet is named Model1, the hidden sheet is named Model1DT, that is, “DT” is appended. Therefore, if you decide to rename the decision tree sheet, you should rename the hidden sheet in the same way.
Run Simulation
This program starts with a simulation model, that is, a spreadsheet model with at least one random input cell. It then runs as many replications of this model as you like, each using different random numbers, and it returns the results for output cells you designate. It can also vary a “decision variable” cell over a range you specify and, for each value in this range, run the simulation and report the results for the output cells. In this case, it uses common random numbers (CRN) for a fair comparison. That is, for each random input cell, it uses the same random numbers for each value of the decision variable. The steps are:
1. Start with a simulation model. The following model is used for this example. The three green cells are the random input cells, each containing a random number from a triangular distribution. (Note: Read the next section of this document, Random Functions, about entering random numbers.) Only one cell, the gray profit cell, will be designated as an output cell, but any number of cells could be designated as output cells. This model also contains a decision variable cell, the red order quantity cell, and it will be varied over the values to its right.
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2. Click the Run Simulation button on the DADM_Tools ribbon and fill out the dialog box as shown below. Note that the right side is relevant only if the decision variable option is checked. Also, you should check the bottom left option only if you want to see the simulated values of the random input cells in the results.
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3. The results eventually appear in a new worksheet, as shown below. It contains the following: (1) summary stats for each output, broken down by the values of the decision variable if there is one; (2) values of each output, broken down by the values of the decision variable if there is one; (3) values of the inputs if requested; (4) a histogram of the variable in cell C9; and (5) a scatterplot of the variables in cells K9 and N9. For the histogram, you can change the variable in cell C9 through a dropdown list in this cell and then click the chart to refresh the histogram. The scatterplot works similarly. (See the text box explanations above the charts.) You can also change the conditions in row 38 to get different probabilities. For example, if you change the condition in cell C38 to <100, the probability below it will change automatically. Finally, note that the input values in columns P-R are not broken down by the values of the decision variable. This is because of CRN; these same random input values are used for each value of the decision variable.
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Notes:
· The program creates a hidden sheet that stores your settings (those in the above dialog box) from the previous run, if any. It then applies these to the next run so that you don’t have to start from scratch.
· The values in the green cells of this model, the random input cells, use the Triangular_ function. This is one of 14 custom functions available for your use. Each generates a random number from a well-known distribution. (See more information in the Random Functions section below.)
· There is one other custom function, Corr_, which can be used to correlate random inputs. The following screenshot illustrates its use. The three variables are to be correlated according to the correlation matrix in columns F-H. The required formulas in column B are spelled out in column D. Each formula appends a Corr_ function to a usual random function. The Corr_ function takes two arguments, an index of the variable (1 to 3 in this example) and a reference to the correlation matrix. Note that the distributions being correlated could all be the same distribution, but this is not required. In this example, one is normal, one is binomial, and one is triangular. If you run a simulation with these inputs and request a list of the input values, you can check that they not only have the correct distributions (normal, binomial, and triangular), but that they have approximately the requested correlations.
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· Two other things about correlations: First, as shown in the screenshot, you only need to supply the correlations below the diagonal. Second, not all correlation matrices are valid, where “valid” means that they could be generated by actual data. For example, if each correlation in the above example were replaced by its negative, the correlation matrix would be invalid (do you see why?), and the program would give you an immediate error message to this effect. You would then have to adjust the correlations to make the matrix valid. 
· When there is a decision variable cell, the program uses CRN. This is a good thing because it provides a fair comparison across values of the decision variable. However, it imposes a constraint on the model. Namely, the random input cells should not depend, directly or indirectly, on the decision variable cell. An obvious case where this constraint is violated is if the decision variable cell contains the mean of one or more input distributions. In general, dependencies might not be this obvious, but you can check by using Excel’s Trace Dependents tool (in the Formula Auditing on the Formulas ribbon) to find the dependents (and their dependents, etc.) of the decision variable cell. In any case, if you try to run the simulation when there are dependencies, you will get an error message. In this case, you will need to run a separate simulation for each value of the decision variable cell—and you won’t get to take advantage of CRN.
Random Functions
The simulation program just discussed requires random numbers from various distributions in random input cells. The question then is how you generate a random number from a given probability distribution in Excel. For some distributions, you can use built-in Excel functions to do this. For example, the formula =NORM.INV(RAND(),100,20) generates a normally distributed random number with mean 100 and standard deviation 20. However, such formulas are hard to remember, and for some distributions, such “simple” formulas don’t even exist. (A good example is the triangular distribution.) Therefore, I created several custom functions, each ending in an underscore (_), to generate random numbers from the most well-known distributions. These are listed in the following table.
	Distribution
	Function and arguments
	Restrictions on arguments
	Comments

	Bernoulli
	bernoulli_(p)
	0<=p<=1
	1 if a success, 0 otherwise, where success has probability p

	Binomial
	bnomial_(n,p)
	n>=0, 0<=p<=1
	Number of successes in n independent trials, where p is the probability of success on each trial

	Poisson
	poisson_(mean)
	mean>0
	Nonnegative integer-valued, often used for the number of events in some amount of time or place

	Discrete
	discrete_(values,probs)
	# of values must match # of probs, and probs must sum to 1
	General discrete distribution where values is any list of possible values and probs is the corresponding list of probabilities

	Uniform
	uniform_(min,max)
	min<=max
	Flat distribution, where any value between min and max is equally likely

	Normal
	normal_(mean,stdev)
	stdev>0
	Famous symmetric bell-shaped distribution with given mean and standard deviation 

	Triangular
	triangular_(min,mostlikely,max)
	min<=mostlikely<=max
	Distribution bounded by min and max, with peak at mostlikely value

	Pert
	pert_(min,mostlikely,max)
	min<=mostlikely<=max
	A “rounded” version of the triangular distribution

	Beta
	beta_(alpha1,alpha2,min,max)
	alpha1>0, alpha2>0, min<=max
	Bounded by min and max, shape determined by alpha1 and alpha2

	Exponential
	exponential_(mean)
	mean>0
	Nonnegative “memoryless” distribution with given mean and mode at 0

	Erlang
	erlang_(n,beta)
	n>0, n integer, beta>0
	Right-skewed nonnegative distribution with integer shape parameter n and mean equal to n*beta

	Gamma
	gamma_(alpha,beta)
	alpha>0, beta>0
	Generalization of Erlang distribution where the shape parameter alpha can be any nonnegative value. Mean is alpha*beta.

	Lognormal
	lognormal_(mean,stdev)
	mean>0, stdev>0
	Right-skewed nonnegative distribution with given mean and standard deviation

	Weibull
	weibull_(alpha,beta)
	alpha>0, beta>0
	Right-skewed nonnegative distribution with shape parameter alpha and scale parameter beta. Mean is a complex function of alpha and beta.



These custom functions are often called user-defined functions, or UDFs. It is easy to include these UDFs in the DADM_Tools add-in, and I did so at first. With this setup, assuming DADM_Tools is loaded, you could generate a random input in any cell with a formula like =normal_(50,10). However, this creates the following problem. If you created simulation files this way and you then shared them with another person who opened them on another computer, the random input cells would contain hard-coded paths to wherever DADM_Tools is stored on your computer, which might not be where it is stored on the other person’s computer, and this would cause errors. The other person could then do a search and replace to get rid of these hard-coded paths, but that’s more work than should be necessary. 
I was able to bypass this hard-coded path problem for Windows users, but unfortunately not for Mac users. First, the DADM_Tools add-in does not include the random function UDFs, so whether you are using Windows or a Mac, if you install DADM_Tools only, a formula such as =normal_(0,1) wont’ be recognized. The workarounds are then as follows.
Windows users: I created the random function UDFs in a file called an XLL. This is a type of dynamic-linked library (DLL) that Excel understands. You don’t need to understand the technical details. All you need to understand is that if you install this XLL on your computer, the UDFs in the above table are available to you at any time, independently of whether the DADM_Tools add-in is loaded. Installing this XLL on your Windows computer is easy, as explained at https://kelley.iu.edu/albrightbooks/Free_downloads.htm, and you should do so before using the simulation program in DADM_Tools.
Mac users: Unfortunately, XLLs don’t work in Excel for Mac, so I instead created another add-in called Random Functions for the Mac.xlam that contains the random functions in the above table. To run a simulation on the Mac, you should load this add-in and the DADM_Tools add-in. However, just be aware of two downsides. First, the hard-coded paths to the random functions mentioned above will still be an issue. After all, the XLL was developed to bypass this issue, and XLLs don’t work in Excel for Mac. Second, my experience is that simulations run considerably slower on the Mac than in Windows. The bottom line is that if you have a Mac and you plan to run a lot of simulations, you should consider installing Windows emulation software (Boot Camp or Parallels) and then go the Windows route.
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Amount Spent vs Salary

8,000
$6,000
54,000

52,000

50
S S0000 S00000 SI150000 5200000

Amount spent vs Children

8,000
$6,000
54,000

52,000

50
0000 050 1000 1500 200 2500 2000 3500

Amount spent us Catalogs

8,000
$6,000
54,000

52,000

50
0000 S0M 10.000 15000 20.000 .00 0000
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Chi-Square Test for Normality

Select a variable to test for normaity. =
Person Cancel
Salr —_

Note: Only numeric variables that are essentially
continuous are displayed i thisIst. These are defined
here a5 varizbles with more than 12 dtict values.





image11.jpg
Histogram for Amount Spent with normal dist superimposed

250
200
150
= Actual
100
= Normal

s0

545651
549811

Chi-square test for normality
Cchisq 10971290
p-value 0.000'
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1 | Employee Education. Grade | Years) Years)  Age Gender PClob | Salary
2| 1 3 1 3 1 sewale o 22,000
3| 2 1 1 14 1 38 Female  No $39,100
4| 3 1 i 2 [ 35 Female  No $33,200
5| a 3 1 3| 7 40 Female No $30,600
s s 3 i 3 [ 28Male  No 29,000
7| & 3 1 3 0 24 Female No $30,500
8| 7 3 i 4 [ 27 Female  No $30,000
9| 8 3 1 3| 2 33 Male No $27,000
1 ) 1 i 4 o 62 Female  No $34,000
1 10 3 1 9 0 31 Female No $29,500
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Regression x

Selecta ¥ variable and at least one X variabe for the
regression. Note that X varisbles can be categorical. In that

case, dummy variables for the categories il be used in the

regression. Also, numeric variables with only a fen vakues can
be treated s numeric or categorica, o they appear n both X
lists below. You can decde how you want to treat them: as.

reguiar numeric variables or a5 categorical with dummies.

¥ variable: Numeric X varisble(s)  Categorical X variable(s)
Employee Employee
Education Education Grade
Grade. Grade
Yearst PCJob
Years2
Age
salary
I Perform (badavard) stepwise regression
pvalve for removing [ 505

Note: Any variable with 12 or fewer distnct values, willshow up n the tird lst.
(The reason for 121 to accommodate a Month varisbl with 12 months.)
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1| Multiple regression results for salary

2]

3 |Regression summary

4 MultipleR  R-square AdjR-Square std Error

5| 0.803 0.645 0632 6826374

6|

7 |ANOVA table

8| df ss Ms F p-value

9 |Regression 7 16912692100 2416098871 51879 0.000

10, Error 200 9314415131 46572075.65

11 Total 207 26227107231

12|

13 Regression equation 95% conf intervals Multicollinearity checks

14 Coefficient  Std Error t-stat. p-value. Lower Upper VIF  Resquare
15 Intercept 38383564 1256.727 30,542 0000 35905430 40861699

16 vears1 1032.930 69.603 14800 0000 895681 1170179 1051 0.049
17 Years2 36223 158123 2201 0.023 50431 674.037 1092 0.085
18 |Education_1 411770209 1510.214 -7.794 0.000 -14748.194  -8792.224 1458 0.314
19 Education_2 11609967 1526772 7.604 0000 14620602  -8599.332 1457 0314
20 |Education_3 7005653 1232.284 -5.685 0000 943558 4575716 1432 0302
21 |Education_4 aas0368 2561738 1737 0084  -9501.849 601113 1.082 0.077
22|Gender_Female ~ -4501.322 1085767 -4.146 0.000  -6642.343  -2360.301 1159, 0.137
2

24 |predicted values, residuals

25| Observation ObservedY PredictedY Residual T

2 1 32000 34838935 -2838.936

27] 2 39100 36935289 2164711 Anmam .

28| 3 33200 34507195  -1307.195 20000000

2 4 30600 33071356 2471356 —

20 s 29000 34476702 -5476.702 o

3| 5 30500 29975380  524.620 ~20000.000

£ 7 30000 31008310  -1008.310 T E

33| 5 27000 40365821  -13365.821

34 El 34000 26203754 7756.246 60000.000

35 10 29500 36172961  -6672.961

o 1 26800, 36897429, -10097.429 Predicted Y vs Actual Y

37| 2 31300 3343359  -2133.590

38 1 31200 31568645 -368.646 100000000

£ 14 4700 34778982 7982 80000000 —

0 15 30000 31008310  -1008.310 60000000 .

41| 16 31000 29975380 1024.620 0006

22| 17 27000 3307171 -607.171

43| 18 29600 33795824 -4195.824 20030.000;

44 1 32600 34214645 -1614.646 0.000

= = e e 20000 40000 €000 20000 00000 20000

46 27 29500 31732779 -2232.779
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1 |Backward stepwise regression results for Salary

2]

3 |Summary of steps (with p-value to remove 0.05), with final regression output below

4 [step1
s

Regression summary
7] Multiple R
8| 0.800
o
10 |ANOVA table
1 o
12  Regression 5
13 [error 201
14 |Total 207
15
16  Regression equation
7 Coefficient
18 Intercept 37948.374
19 Yearst 103437
20 |Years2 364.351
21 |Education_1 -11232.875
2 1Educallon72 -11085.537
zzjmucauong -6494.428
24 |Gender Female  -4636.608

R-square Ad)R-Square

0639

ss
16772136540

9454970691
26227107231

std Error,
1237.673

69.946

158.910
1485.603
1504.125
1202.624
1088.394.

std Error,

0629 6858546

ms. F

2795356090 59.426
47029655.18

p-value
0.000
0.000
0.023
0.000
0.000
0.000
0.000

R-square was 0.645, Education_4 was removed with p-value 0.084

p-value
0.000

95% conf intervals

Lower
35507.885
896452
51005
-14162.241
-14051.425
-8365.806
_6782.744

Upper
40288.864.
1172.296
67769
-8303.509
-8119.648
-4123.051
-2490.473

Multicollinearity checks

vIF

1.051
1.092
1.397
1.400
1.350
1153

R-square
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Data Range

Select the range of your data and the type of exponential [
smoothing analysi. The top row of the data range shouid

contain variable names. Each of the columns should be 2
tme seris variable, except possbly the first column, which
anbe a series of dates.

Datarange: | $As1:sBses

¥ First column s 2 date variable (used for labeiing charts)

idexofckmindats [3
set o analyze

Note: The active sheet shouid be the one containing your data. If another
sheatis actve, cick Cancel, activate your data sheet, and run this again.
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Analysis type and inputs:

Select the type of analysis, the span for moving averages
or the smoothing constant(s) for exponential smootfing,
any charts you want to indude in the report, and the
number of future periods for forecasting.

[+ Anayss type

" Moving averages.

€ Simple exponentil smooting
© Holts exponental smoothing

 Winters' exponentil smoothing

[~ Span or smoothing constant(s) -

Span for moving averages B
Smoothing constant for level (alpha) o1

Smoothing constant fortrend (beta) o1
Smootting constant for seasons (gamma) | 0.2

- Analysis of forecast errors:

¥ Chartof forecasterrors.
¥ Autocorrelations of forecast errors:

¥ Runs test for randomness of forecast errors

Number of future periods for forecasting
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Seasonal Inputs.

For Winters' method, you can choose =

any of the folowing for ‘seasons.”
Seasons
 Quarters (011004
" Months (anuary to December)
" Days (Monday to Friday)

 Days (Monday to Saturday)
" Days (Monday to Sunday)

Choose the "season’ of the first observation. For example, if
you have monthiy data and the frst observation i for March,
You would enter 3. Or if you choose one of the Days options
and the frst observation i for Thursday, you would enter 4,

Season of frstobservation | 1
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‘Winters' exponential smoothing for ales
'smoothing constant(s) Quarter  Observed Level Trend  Seasonal  Forecast Eor  AbsEmor  SqEror AbsPctEror
For level (alpha) 010 Q12001 1807.37 21859335 461076 0868 19326309 1252609 1252609  15690.29 6.93%
For trend (beta) 010 Q22001 235532 2223.2202 452255 1091 24522312 969112 969112 939178 411%
For seasonality (gamma) 020 Q32001 259183 2287.4128 471222 1070 23918419  199.9881 1999881  39995.26 7.72%
Q42001 223639 23319795 468667 0967 20611423 207523 247523 61267 111%
Error measures Q12002 1549.14| R R 158808 266133.02 33.30%
Time series chart
Mean error (ME) -3.5930 Q22002 210579 468.8790  219847.52 2.27%
Mean absolute error (MAE) 246.8266 Q3-2002 2041.32| 7000.00 177.7572  228251.98 23.40%
Root mean square error (RMSE) 296.5047 Q42002 202101 6000.00 42.4037  58759.56 11.99%
Mean absolute pct error (MAPE) 7.413% Q12003 1870.46| 500000 721877 52107 2.86%
Q22003 239056 04.2578  10869.69 4.36%
Initialization value(s) Q3-2003 2198.03| 0% Dea4386 6992775 12.03%
Initial level 2152.660 Q4-2003 2046.83| 3000.00 ——Obseved 124535 4513650 10.38%
Initial trend 47.53 Q1200 1934.19| 2000.00 —=—Forecast | 26,8138 71898 1.39%
Initial seasonalities Q2004 24060 o000 085205 1184189 4.52%
a1 0878 Q32004 2249.06 1965224 3862106 8.74%
a2 1099 Qa0 2uss| 0% IO 384515 1478.52 174%
s 104 aiwes  aves  BAHE32E53BBEEEERE i an w0e7
atra 0.969 Q2-2005 2856.43) 53303383503383533330 79.3574 7804058 9.78%
Q32005 2799.57 zvvrsar 3 Tor 790 0:173. 707732 7331812 2.67%
Best error measures with respect 1o smoothing constant(s) Q4-2005 2645.33) 41,0093 58085.47 9.11%
Time series chart of forecast error
Q12006 256359 B46.4740  120044.23 13.52%
Least bias -3.5930 Q2-2006 3146.52) 8000 p67.3163  71458.01 8.50%
Alpha 010 Q32006 3196.68| oo B66.6282 13441620 11.47%
Beta 010 Q42006 293048 p27.4128 5171657 7.76%
Gamma 020 Q12007 2878.96| 0000 0567 128204.57 12.09%
Q22007 3687.85 haa3803  197472.82 12.05%
smallest MAE 1379736 03-2007 360833 20 A 75,3874 140915.67 10.40%
Alpha 0.90 Qa-2007 328826 00 v 193533 4811585 6.67%
Beta 010 Q08 7823 o 6P DD PO SO N »  PBR9TE 5005944 8.90%
s e wg SIS PE RSSO OIS DU e m
Q008 sssoar oo 13.0253 169.66 0.35%
‘smallest RMSE 1811508 aa-2008 3516.65 987870 9758.88 281%
Alpha 0.90 Q12009 3354.76| 00.00 1282969 16460.09 2.82%
Beta 010 Q22009 4490.02 4020116 161613.29 8.95%
Gamma 010 Q32009 467897 38373810  74.8001 1094 40106177 6683523 6683523  446634.86 14.28%
Q42009 414856 39456567 781476 0992 38215583 3270017 327.0017 10693011 7.88%
‘smallest MAPE 2.077% Q12010 399507 40628845 820557 0921 36414079 3536621  353.6621  125076.89 8.85%
Alpha 0.80 Q22010 517843 41873151 862932 1154 46981261  480.3039 4803039 23069186 2.28%
Beta 010 Q32010 01064 43042953 89.3619 1108 46749505  335.6895 3356895  112687.46 6.70%
Gamma 010 Q42010 445338 44033325 903294 09%  4357.4249 959551 959551  9207.39 215%
Q2011 430670 45120924 921724 0927  4137.0220 1696780  169.6780  28790.61 3.98%
Q32016 SB6B67 55127395 45.9965 1058 58165066 521634 521634 272103 0.89%
Q42016 543224 55660127 467242 0967 53620480 701920 701520 492691 1.29%
a1-2017 49543977
22017 62800146
az-2017 6035.7300
aa-2017 5562.4097
Q12018 51193726
Q22018 6487.4043
az-2018 6233.4205
Q4-2018 5743.1176
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3 |Autocorrelations of errors
4 Lag  Autocorr
2 .7 Autocorrelations of forecast errors
5 2 osw
7] 3 0531 1000
s 4 os2 —
9] 5 oaxs
0] 6 0365 0500
1] 7 omm i
12 s o1
13 B 0.160 0200
14| 10 oax 0000
15 n 0005
16| 12 0130 0200
17
18 |Runs test for randomness of errors
19 |Number of observations [
20| Number <=0 2
21| Number>0 2
22 |Number of runs 10
23|
24 Expected number of runs 33.000
25 Std dev of number of runs 32.968
26 |z-value for test Y s
27 |p-value for two-tailed test 0.000
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New tree information

Tostart anew tree, specfy the starting cel for the tree, the optinization type,
and a number format for monetary values on the tree.

Startng cel for ree. | 8517

Number format

Choose one of the folowing nuber formats for al of the monetary
values displayed on the tree. (This doesn't include probabiltes or
utites, which i be displayed as numbers with three decmals.)

Number of digits to right of decimal 0

@ Currency vith 1000 separator () such 35 $1,254.55
" Number with 1000 separator (,) such as 1,234.56

€ currency with no 1000 separator () such as $1234.56.

€ Number with no 1000 separator () such 25 1234.55

Optinization type
 Maxinize expected monetary vakie

 Mininize expected monetary value

 Maxinize expected utity

i
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Information about initial node

Specify the type of ntial node for the tree, a descriptive label for this node, the number of branches o

from tis node, and descrptve labels o these branches. Optonall, you can supply the values

(payoffs/costs) on the branches andjor the probabities on probabilty branches. It you don't supply any

values, they wi defauit o 0. I you don'tsupply any probabites, they wil default to equal probabittes.
Of course, you can always change these values and probabiltes later on n the tree.

- Descrptiv labels on branches.
€ Specifythe labels by pointing to cels that contain the labels

=

¥ Specify the labels by typing them (separated by commas

Descriptve labels | Yes,No

[~ Payoffs/costs on branches

& Speafy vales by pointing to cels that conainthe vaues
oy blerk el resuls n  vaue of0)

Cellrferences | ModeiT1sBe5C84 A

" Specify values by typing them (separated by commas)

Payoffs/costs

I Probabiites on branches

 Specify values by pointing to cells that contain the values.

==

" Specify values by typing them (separated by commas)

probabittes [
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Node Actions

Choose one of the folowing actions to
perform on the selected node.

 Expand the tree from this node:
 Copy the subiree starting from thisnode
© Paste the copied subtres o thisnode

 Delete the subtree starting from this node:
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Information about selected node.

To expand the tree from the selected (diamond) end node, speafy the type of node this node il be: =
changed to, 2 descrptive label for this node, the number of branches from tis node, and descrptive

labels on these branches. Optonall, you can supply the values (payoffs/costs) on the branches andor
the probabities on probabiitybranches. It you dori't supply any values, they wil defauit to 0. f you Cancel
don'tsupply any probabites, they wil default to equal probabiites. Of course, you can aways change
these values and probabiitiesater on i the tree.

- Descrptiv labels on branches.
€ Specifythe labels by pointing to cels that contain the labels

=

¥ Specify the labels by typing them (separated by commas

Descrptvelabels | Good 8ad

[~ Payoffs/costs on branches

& Speafy vales by pointing to cels that conainthe vaues
oy blerk el resuls n  vaue of0)

Clreferences [ |

" Specify values by typing them (separated by commas)

Payoffs/costs

- Probabiites on branches
 Specify values by pointing to cells that contain the values.

Celreferences [ Model 115G57:557] =

" Specify values by typing them (separated by commas)

probabittes [





image26.jpg
" =
il Lo g
0 £ —
] e
B T
B =
Bl w —
| pm—

oo

. e
—, G
R x-—

e





image27.jpg
16
il -l umg
o] SV, S
& PP e
= e =
5 . aam
= S
= - Py mre—
B H R
= R Y
| % o
= P
B ETT o
= -l umg
| ]
5 PP e
e =
sun g
. $1,800,000 52,350,000
. e
O
U -
¢ ==
5| o
ol S
41 e os0
A  mw®
5 s
l F omm® o
s [ omg
| e F
7 = pom rpre—
“ ] ol
2
50 |




image28.jpg
EEREBO®No0swN

A B c

‘simulation of Walton's Bookstore with more uncertainty

Cost data

Unit cost 1 h $7.50
Unit cost 2 3 §7.25
Regular price $10.00
sale price $5.00
Decision variable

Order quantity 200

imulated quant

Maximum supply Actual supply

199

199

2] E £ G H
Demand distribution: triangular
Regular price _Sale price
Minimum 100 o Minimum 125
Most likely 175 50 Most likely 200
Maximum 300 7 Maximum 250
Order quantities to test
150 175 200 25 250
[ ‘At regular price At sale price |
Cost  Demand Revenue Leftover Demand Revenue
$1,443 237 $1,99 0 rn S0

Profit
$547
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User Inputs

Filnthe folowing. Basicall, you have to specfy the number ofrepications and the outputs you want o ke track of. Optioly, you can specy a single decion variabe” you want Tilion

0 vary, so that you can compare output values across values of this decision variable. Note: Vihen specifying any celsjranges, the best method i to clck indvidualcells and/or crag
ranges hie holding down the Ctl key (Windows) or the command key (Mac). This automaticaly enters commas between your selectons.

Nomber of replcatons 100

- Outputs

You can speafy incividual output cels andor drag ranges of related output cells (such as 2
range of annual profits).

Output el andfor ranges | Modef1s3514

Outputhames (used for reports)

‘Specify names fo the outputs. As an example, if you speciied B15,C10:F 101 the
previous box, you wouid speafy only two output names: one for cellB15 and one fo the.
fange CI0:F10. IF you dorit speciy these names, generic names wil be used for reports.
 Specify names by pointng to cells with labels that can be used for the names

Celreferences [ Modef1s1513 15

" Specify names by typing them (separated by commas)

Outputnames [

- Inputs

The input cels, those with random functions, are automaticaly detected. You can indude their
Values in the simiation resuls sheet, but this s optional.

[ Show input values in the simulation restilts sheet

- Decision variable (optonal)
¥ This model has a “decision varizble” you want to vary

Specify the single cel i your mode that contains the value of this decsion varisble.

O |

- Decision variable name (used for reports)

Specify a name for the decision variabl. If you dor't speciy this name, a generic
name wil be used i reports.

 Specify the name by pointng to 2 cell with a label that can be used for the name.

Model1$AS1D i

 Specify the name by typing it

——

Celreference

Decison variable name

- Decision variabl vales

Specify atleast two values of the decison varizble you want to compare.

 Specify values by pointing to clls with the values you want to compare

“Model1$DS10:5HS 10 i

" Specify vakues by typing them (separated by commas)

Decison variable values

Celreferences:
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1] results from 1000

2

3| Choose an output or input variable from the dropdown list in the gray cell Choose an output or input variable from each of the dropdown lists in the

A below and then click anywhere in the chart. (The number next to any gray cells below and then click anywhere in the chart. (The number next to.

e output name is the value of the ecision variable. The reference next to any output name is the value of the decision variable. The reference next

ﬁ "Input" s the cell address on the Model sheet. Also, only inputs with to "Input" s the cell address on the Model sheet. Also, only inputs with

B numeric or blank values appear in the dropdown list.) numeric or blank values appear in the dropdown lists.)

s

) Variable Profit_150 XVariable | Profit_175 YVariable  Profit_150

10

= Histogram for Profit_150 Scatterplot of Profit_150 (Y) versus Profit_175 (X),

= 5 Correlation 0.868

14 800

5 700

1 00

o s00

18

= 00

= 300

Z 200

2| 100 .

2| o — . . . .

2| 576 $99 512251455168 519152145237 52605283 5306 832953525375 398 $20 $100 SO $100 5200 $300 400 $500 5600

el

26 ‘Summary stats for Profit Simulated values of Profit Simulated values in input cells (refer to
27 Order quantity 150 175 200 25 250 Order quantity 150 175 200 25 250 Input B14 Input E14  Input_H14
3 Mean $63.09  $19217  $19604  $39617  $I913 s375 sa38 $500 ss63 s622 26 243 56
» Median S50 S750  sa3s S4S0 SamTs s385 s385 s385 s385 S35 180 165 @
) Min $6500  -S12250  -S3000  -S37IS0 -S43LTS 375 sa13 sua3 saa3 saa3 181 1 54
3 Max S40975  SA78S0  S47.25  SGI600  S676.50 375 sa38 $430 s69 sa69 25 136 2
2 StdDev S141  $024  S14009  Sie7s2  $i6eas sa65 173 s209 s209 sa09 176 128 a
Y 375 $a15 sa1s sa1s sa15 151 166 %
34 95% confidence interval for the mean $375 $476 $476 $476 $476 173 249 36
s Lower limit S605s  Saess ST SHST6  S38.9 sa75 424 424 424 424 154 191 &
B Upperlimit S6553 S377 SAT2  SA6ST  SA0957 s375 sus $160 36 36 2 157 18
37 $375 5438, $420 $450 $450 209 184 a0
38 Probabilities | >=363.085 >-392.172 >=396.033 >=3%6.156 >=399.128 75 sa1s sa1s sa1s sats 152 192 3
3 oms  om 067 068 0639 75 $a38 475 sa13 sa35 20 195 4
a0 75 $438 $500 ss53 ss53 0 24 2
a1 Percentiles $375 sa13 $350 $288 $305 238 170 66
a2 Sth petile $280.00 $202.50 $99.75 $29.16 $39.39 $375. $423. $a17 417 417 197 172 69
43 25th petile $375.00 $379.00 $350.69. $350.94 $351.94 $375. $438. $500 $575 $575 209 225 49
“ 75th petile $375.00 $437.50 $500.00 $506.00 $506.19 $375. $465. $465. $465. $465 169 248 50
a5 95th petile $375.00 $462.00 $525.28 $572.14 $580.26 $375. $435. $435. $435. $435 158 186 65
46 375 a8 355 295 5295, 20 1 36
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A

Correlated inputs

Variablel
Variable2
\Variable3

value
50682

P
32778

Formula

=Corr_(1,$734:5HS6) +Normal_(50,10)
=Corr_(2,5F$4:5HS6) +Binomial_(100,0.5)
Corr_(3,$F$4:8H36)+Triangular (25,50,100)

Correlation matrix

1
06
04

0.7
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You can specfy individual output cells and/or drag ranges of related output cells (such as a
range of annualprofits).

Output cels andfor ranges: 1]
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Data X

Select the range of your data f the range shown [
below i not correct. The top row of this range
should contain variable names.

Datarange: | SASLCSI6

Note: The active sheet shouid be the on containing your data. If another
shestis actve, cick Cancel, activate your data sheet, and run this again.
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Summary Statistics

Select atleast one variabl from the left st and, optionally, a
singe variable from the rihtlist. You wil ge the summary

statstcs for each varizble selcted n the lef s, broken down
by the categories of the variable selected n the right st if any.

Variable(s) to Analyze Categorical variable(s)

Note: Any variable with 12 or fewer distnct vaues, willshow up n the right st.
(The reason for 121 to accommodate a Month varisble with 12 months.)




