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Introduction and Overview

A key part of supply chain planning involves demand planning and the associated
demand forecasting process. The focus here is on the various issues involved in
forecasting and their use in the SAP R/3 system.

The objectives of this document are to
e highlight the need for forecasting to manage the supply chain,
e provide statistical time series models for short-term forecasting,
e review forecasting performance metrics and tracking procedures, and
e illustrate how forecasting is done in the SAP R/3 system.

To help develop an understanding of the statistical methods, some example problems are
included. It should be noted that this module does not cover regression methods as this
topic is covered in depth in many other places.

Forecasting and Supply Chain Planning

Supply chain planning, to a large degree, starts with forecasting. Matching supply and
demand is an important goal for most firms and is at the heart of operational planning. It
is also of significant importance as the overly optimistic Cisco found in 2001 when it
took a $2.2 Billion inventory write-down because of their ability to “forecast demand
with near-scientific precision” . Since most production systems can’t respond to
consumer demand instantaneously, some estimate, or forecast, of future demand is
required so that the efficient and effective operational plans can be made.

Plant, process, and labor capacity are all set based on the forecasts of future demand.
Capacity planning and facility decisions would be based primarily on longer term,
aggregate forecasts. However, forecasts are also needed to plan proper inventory levels,
which in general, tend to require shorter-term forecasts at a disaggregated level since
specific components, parts, and end-items must be stocked for immediate consumer
demand.

Forecasts affect most functional areas of the firm and are the starting point for resource
allocation decisions. For example, manufacturing must plan production on a day to day
basis to meet customer orders, while purchasing needs to know how to align supplier
deliveries with the production schedules. Finance needs to understand the forecasts so
that the proper levels of investment can be made in plant, equipment, and inventory and
so that budgets can be constructed to better manage the business. The marketing function
needs to know how to allocate resources for various product groups and marketing
campaigns. Forecasts also determine the labor requirements required by the firm so that
the human resources function can make proper hiring and training decisions when
demand is expected to grow.

I “Cisco’s Comeback”, Business Week Online, November 24, 2003



Forecasting Practice

Forecasts are always wrong, but some are “more wrong” than others. Forecasting the
demand for innovative products, fashion goods, and the like is generally more difficult
than forecasting demand for more “commodity-like” products that are sold on a daily
basis. Aggregate forecasts of a group of similar products are generally more accurate
than individual forecasts of the individual products that make up the group. Finally, the
longer the forecast into the future, the less reliable the forecast will be.

Forecasting practice is based on a mix of qualitative and quantitative methods. When
planning occurs for innovative products, little demand data are available for the product
of interest and the degree to which like product demand data are similar is unknown.
Thus a large amount of judgment is needed by experts who can use their industry
expertise to predict demand. These experts, though, will undoubtedly use historical
demand data, even if not directly, in their judgment.

Commodity-like products that are sold everyday, on the other hand, are much more
suitable for quantitative models and need very little judgment to forecast demand. Still,
when knowledge of certain events leads one to believe that future demand might not track
historical trends, some judgment may be warranted to make adjustments in the models
which use past data. In this case, a heavy reliance on past data with adjustments based on
expert judgment should be the method used for forecasting.

Forecasting should be done primarily for end-item demand. In manufacturing situations,
this means there is no real need for forecasting component parts which make up the final
item. When production quantities for the end item have been determined, component
demand can be computed based on the production plan of the end item and knowledge of
the bill of materials (BOM).

Aggregating forecasts across multiple items reduces forecasting errors. A clothing store,
for instance, might be able to estimate within a pretty narrow range what the demand will
be for men’s dress shirts. But when that store tries to estimate the demand for individual
styles, colors, and sizes of shirts, the accuracy of their forecasts will be considerably
worse. Firms handle this kind of forecasting problem usually in one of three ways; they
either forecast from the bottom up, from the top down, or they start in the middle and
work both up and down. The “top down” forecast essentially estimates total sales
demand and then divides those sales dollars level by level until the stock keeping unit
(SKU) is reached. The “bottom up” method, as one might expect, starts with forecasts at
the SKU level and then aggregates those demand estimates level by level to reach a
company—level forecast. Another method, one might call the “in-between” method, starts
forecasts at the category level (like men’s dress shirts), and then works up to determine
store sales and works down to divide up the forecast into styles, colors and SKUs.

The use of management time to make forecasts is relatively expensive when compared to
the cost of using statistical forecasting models, and the difference between the costs of
these two methods has been increasing in recent years due to the automated acquisition of
data from point of sale systems and computer power in general. There can be no



substitute for human input in the forecasting process; however, human input can be
expensive. In addition, research indicates that for some everyday commodity-type items,
simple statistical models work well and in fact work better when not massaged by
managers. Still, some managers believe that spending time to make forecasts perfect will
solve most of their supply chain problems. There are times when managerial input is
needed, but there comes a point where it is better to understand the inaccuracy in the
forecast and plan accordingly. Once a good forecasting process (procedures, techniques,
models and management oversight) has been put in place, continual refinement has little
value and can even hurt the forecasting process.

Supply Chain Improvements for Better Forecasts

Since forecasts are never accurate, two common solutions are often proposed to “fix”
forecast errors. The first is to reduce the lead time to react sooner to changes. This is a
good partial solution, but reducing lead times is not always easy to do and is often
expensive. In addition, shortening the lead time, in many cases, just moves the problems
from one part of the supply chain to another. The second is to “make to order” so that
inventory doesn’t need to be produced in advance of demand. This solution is also good,
but like shortening the lead time, tends to shift demand to the next level of the supply
chain. Furthermore, producing to order still requires forecasts, to be able to keep the
right quantities of raw material on hand. So while these ideas help improve certain
aspects of the forecasting problem, they do not eliminate the need for some kind of
forecasting methods.

A more recent proposal to fix forecast errors is to use collaboration. The idea is that if
different parts of the supply chain collaborate on a common forecast and everyone plans
based on that single forecast; then there is little need for one part of the chain to hedge
based on the uncertainty of what is done in other parts of the chain. Intra-firm
collaboration, you would think, would be common place — seems that a little common
sense would dictate that everyone in a firm come together with a common set of forecast
figures. But this is rarely the case. Marketing has a set of forecasts, so too does
operations. Sales has their forecast and it’s possible that for budgeting purposes Finance
uses still another. The advancement of enterprise resource planning (ERP) systems is
helping ensure that there is only one forecast, based upon the principles of a single data
repository used by all areas of the enterprise.

Once functional areas within a firm agree on a common forecast, the next step is for
inter-firm agreement. This type of collaboration is tougher, but many believe it is an
essential step in the continual improvement of the supply chain. The collaborative
planning, forecasting, and replenishment (CPFR) multi-industry initiative is aimed at
providing this kind of integrative forecast between so-called “trading partners” — different
levels in the supply chain. Supply chain advanced planning system (APS) models and
software packages are designed to connect the various supply chain players so that this
collaboration can be completed successfully. But there is much to do in this area to end
the second guessing that is so prevalent today.



Forecasting Methods

Forecasting is based on a mix of qualitative and quantitative inputs. The type of product
and that product’s impact on supply chain costs determine how much human input is used
and how sophisticated the forecasting model should be.

Quialitative Input

Human judgment can be captured in a number of ways. Three common approaches
include an Individual Market Expert, Group Consensus, and the Delphi Method. All of
these are sometimes referred to as Expert Opinion methodologies since they require
people with some knowledge of the products and markets developing forecast estimates
for planning needs.

Individual Market Experts can be hired to watch for industry trends, perhaps even by
geographic area, and might even work with sales people to estimate future demand for
products. Individuals, though, have biases that they may not be aware of and there is a
limit to how much information one person can obtain. To overcome this, even though it
can be considerably more expensive, is to use groups of experts.

Group Consensus involves bringing together a team of experts, hopefully from different
functional areas, to reach consensus on future forecasts for a product or a group of
products. Group Consensus forecasts tend to bring together different factions of the
company so that everyone tends to “buy-in” the final numbers. The group gets to make
sure that over-zealous managers don’t over-forecast just to try to meet firm expectations
for growth. The group also gets to make sure someone doesn’t play conservative and
under-forecast because that person thinks it is less risky to “low-ball” the forecast. But,
building consensus has its pitfalls as well. When people from different ranks in the firm
come together, there can be a tendency for low-ranking personnel to at some point
acquiesce to the higher-ranking managers in the group. This defeats the point of coming
to a consensus agreement and can be a real problem with certain personalities. One way
to overcome this issue is to come to an anonymous consensus by using something known
as the Delphi Method.

The Delphi Method requires one person to administer and coordinate the process and poll
the team members (respondents) through a series of sequential questionnaires. While the
team members need to be people who have some expertise in the area of interest to the
forecast, the administrator only needs to have some knowledge of how to coordinate the
effort without unduly influencing the results. The questionnaires that are sent to the
members involve not only estimates of demand, but they are aimed at determining how
the member is reaching that estimate. Once everyone has returned the questionnaires, the
administrator must summarize the results and send a summary report to all of the
members, but, with the identity of who made which forecast hidden from the team.
Along with the summary is another questionnaire which in some ways builds off of the
previous forecasts and assumptions used in those forecasts. This process of
questionnaire, summary, questionnaire, summary continues until the participants reach
some consensus on the forecast. Obviously this method can be both time consuming and
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rather expensive to administer but it can lead to good forecasts and in addition, it
establishes over time the important inputs to the process. Three rounds seems to be a
good compromise between forecast quality and the cost and effort involved.

Quantitative Input

Quantitative analysis typically involves two approaches: causal models and time-series
methods. Causal models establish a quantitative link between some observable or known
variable (like advertising expenditures) with the demand for some product. Time series
analysis involves looking at historical demand for a product to forecast future demand.

The most common types of Causal Models are regression analysis and econometric
models. While regression models can be quite involved, simple linear regression is often
used, whereby a straight line of the form Y = mX + b is used to describe the relationship
between the dependent variable Y and the independent variable X. The line is fit through
a set of points such that the squared distance from the line is minimized, thus a “least
square” fit. Econometric models are usually some form of multivariate regression model
where the independent variables (many Xs) represent factors like disposable income and
industrial output from the economy. The mathematical details of regression are not
covered here.

There are a number of different kinds of Time Series Models, most of which work on the
assumption that historical demand can be “smoothed” by averaging and that past demand
“patterns” will continue to occur in the future. Simple time series analysis includes
models such as the Weighted Moving Average and Basic Exponential Smoothing. More
complex time series methods include factors for trends, seasonal patterns, and economic
cycles. The remainder of this reading focuses on these time series models.



Simple Time Series Models

Some of the most popular forecasting methods, especially in software packages, are
commonly referred to as time series models. These models make use of past data to
predict future demand. This type of forecasting method is especially relevant for items
which are continuously ordered as these methods can be “automated” in computer
information systems to a large degree.

The models assume that each observed demand data point is comprised of some
systematic component and some random component. The time series model is designed
to predict the systematic component but not the random component. The idea is similar to
the logic of quality control charts in that you don’t try to react to the process variability as
long as it is within the control limits. Reacting (or changing the forecast model) because
of errors that are random is only likely to increase the error in future forecasts. What is
needed is to try to predict the range or variation of this random error. Models can be
designed for just about any type of systematic change in demand, but there is real danger
in trying to predict the random component.

Projection

The easiest time series method simply projects future demand based on the last period’s
demand. The forecast for the next period t+1, F1, is simply a projection of this period t
demand, D¢

=D, (1)

This method, although easy to use, doesn’t make use of data that is easily available to
most managers; thus, using more of the historical data should improve the forecast.
Averages of past demand might be more useful and are discussed next.

Simple Moving Average (MA)
The simple moving average forecast makes use of more of the historical demand data

than just the last period’s demand. An n-period moving average uses the last n periods of
demand as a forecast for next periods demand:

F, =2t Put Dtnz +oot Dicn @)

This forecast model is most useful where the demand level is fairly constant over time.
The model then makes simple adjustments to this average level rather than assuming that
the level is forever constant. Its advantage over the projection model is that by
averaging, the forecast won’t tend to fluctuate as much.

The average of the previous n periods can be viewed as the estimate of the average
“level” of demand as of period t. Thus, one could define the level, L, as



D,+D,,+D,, +..+D

L, = "

t—n+l1 (3)

and thus the forecast, i1, is just the last estimate of the level of demand.
Ft+1 = Lt 4)

This forecast is no different than the direct forecast given above in Equation 2, but the
interpretation allows for an easier presentation of the more advanced forecasting models
to come.

Weighted Moving Average (WMA)

One shortcoming of the simple moving average is the equal weighting of data. For
instance, a 5-period moving average weights each of the past 5 demand observations the
same — each has a 20% impact on the forecast. This runs counter to ones intuition that the
most recent data is the most relevant. Thus, the weighted moving average allows for more
emphasis to be placed on the most recent data. This forecast is:

F — Lt - - - - t—n+1 Dt—n+1 (5)

3 w,D, +w, D, , +w,_,D,, +...+ W
t+1 -
W, + W, + W, , +...+W,

—n+1

where W; is the weight applied to the demand incurred in period t, Wy, is the
weight given to that of period t-1, and so on

Intuitively, the expectation would be that the more recent demand data should be
weighted more heavily than older data; so, generally, one would expect the weights to
follow the relationship Wi > Wi > We.o> ... .

Basic Exponential Smoothing (BES)

Nice properties of a weighted moving average would be one where the weights not only
decrease as older and older data are used, but one where the differences between the
weights are “smooth”. Obviously the desire would be for the weight on the most recent
data to be the largest. The weights should then get progressively smaller the more
periods one considers into the past. The exponentially decreasing weights of the basic
exponential smoothing forecast fit this bill nicely. The forecast equation is given by:

Fa=L=aDb +(-a)k (6)
where o is a smoothing parameter between 0 and 1.

To show that this forecast is in fact a weighted average forecast, it is instructive to look at
the algebraic expansion of this model.

Since F, =aD, | +(1-a)F_,



F,=aD, +(-a)aD,_ +(1-a)F_]

F. =aD, +a(l-a)D,_, +(1-a)’F_
This too can be expanded since F_, =aD, , +(1-a)F,_,

F..=aD +a(l-a)D, +(1_a)2[aDt—2 +(1-a)F_,]

F. =aD, +a(l-a)D, , +a(l-a)’D,_, +(1-a)’F_,
Continuing this expansion, the model can be written as:

F. =aD, +a(l-a)D,, +a(l-a)’D,_, +a(l-a)’ D, +... (7)
Thus, the exponential smoothing model is actually a weighted moving average model
with special weights. These weights get continuously smaller as they are applied to
periods farther away from the current period. With some algebra, it can be shown that
these weights sum to one

a+a(l-a)+a(l-a) +a(l-a)’ +...=1

(8)

Even though these weights have nice
properties, it is not necessary to keep track of
each of the weights. In addition, a system
running the model does not need to store the
historical data or does it need to compute
anything based on old data. The only thing
that is needed is the smoothing factor a, last
period’s demand, and last period’s forecast.
The nice thing about the model is that all past
demand data is effectively “stored” in the last
period’s forecast.

Simple Time Series Example

0.35

0.25

Weights vs. Time Period: a=0.3

N

N

.
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Time Period

Figure 1: Effective Weights for BES

The models presented above are now illustrated using a simple data set. Eight periods of
demand data for a product are given for January through August in Table 1. The period
designation in the table is the same as referred to in the models.

honth Jan Feb Mar Apr May Jun Jul Aug
Period L7 LB L5 4 £3 L2 1 !
Demand 45 a0 42 46 52 47 41 48

Table 1: Seasonal Estimates and Initial Seasonal Factors



The firm wishes to forecast demand for September (period t+1). These calculations are
presented below.

Simple Projection

Ft1 = Dy ; Fiq = 48.

Simple Moving Average (using 4 periods)

D,+D,,+D,,+..+D,,,, 48+41+47+55
Ft+1 = n = 4 = 47

Weighted Moving Average (using 4 periods with w; =0.4, W1 =0.3 W.o= 0.2, W.3=0.1)

F — Wt DI + Wl—l Dt—l + Wt—2 Dt—2 +..+ Wt—n+1 Dt—n+1
i W, + W, + W, oW
_ 04(48)+ 0.3(41) + 0241 +0.155) _ |

1

Basic Exponential Smoothing (with a=0.2)

To employ BES, the firm uses the past demand data to train the model. To do this
training, forecasts need to be computed for each period for which there is demand data.
Table 2 shows the forecast for

September of 46.4 and the _ Dt ai
computations needed to obtain tanth Feriod | Demand | 0.2(0:)H1.8(F;:) |Forecast
that forecast using the I;IEE ;g gg 0204540 8047 0 jég
exponential model. By letting the ¢ - ' '
forecasting model run through Mar 5 42 0.260)408(46.6) | 47.3
) Apt 14 45 02(4240.5(47.3) 462
past data, a sort of smoothing May '3 £3 0.2(45)40.8(46.2)  46.2
takes place so that future Jun 47 A7 |:|2Ii52:|+|:| E‘H-EE:I 473
forecasts are based on good Jul t-1 41 0.2(47)+0.8(47.3) 473
weights. This training with past Aug + 45 0.2(41)+0.8(47.3) | 46.0
data also allows the forecaster to Sep t-1 0.2(48)+0.8(46.0) | 45.4
measure the forecast errors based * Assume that the forecast for January was 47

on the model assuming that it
was actually used in the past to
make forecasts.

Table 2: BES Calculations

Forecast Accuracy

Since forecasts are always wrong, an estimate of the inaccuracy of the forecast can be just
as helpful as the forecast of the expected demand. So a good forecast needs to include a
mean and an estimate of how the forecast will vary around the mean. This measure helps
us understand the risk of the forecast and allows us to make decisions allowing for
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variability that is present. Forecasting involves estimating more than the expected
demand — it involves trying to estimate the uncertainty as well.

To ascertain how well a forecast model is working, actual past demand information is
compared to the forecast for that period. These forecast errors, not only tell a firm how
well their forecast system is working, they also provide information about how much risk
there is in the forecast by helping a manager understand the inherent variation in the
demand. An estimate of the future forecast variation is based, at least in part, on the
variation of past forecasts. Many times this estimate of the accuracy of a forecast is
consistent over time and can be used to establish upper and lower estimates of expected
demand.

The forecast error for period t is defined as®

E, =F-D, )
Several different error metrics are used in practice, with different strengths. They are
based on various functional sums of these individual period-t forecast errors as explained
below.

Average Error and Bias

The simple average error over n periods is

AE, =

n

D E (10)

1 n
N5
but one would expect that a good forecast would be such that the expected value of AE, is
zero since positive and negative deviations should cancel each other out. In fact, it would
be good to know the value of AE,, since it indicates how good the forecast is tracking the

actual demand. A similar more common measure, known as the bias, is usually used to
track this “systematic” error and is given as:

bias, = > E, (11)
i=l

Managers are interested in forecasts with no bias. When a bias exists, it is likely that the
wrong functional forecast model is being used. Systematic bias should, theoretically, be
something that can be eliminated by introducing some factor in the model to remove it
from the forecast. Thus, this simple error measure can be one of the most important in
determining if the correct forecasting model is being used.

> Some authors define error as E; = D, — F,. This definition requires the user to be aware
of how to interpret the positive or negative sign of the errors.
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Mean Absolute Deviation

A common average error measurement used in many companies is known as the mean
absolute deviation, or MAD. Mathematically, it is represented as

MAD, :%Zn:|Ei| (12)
i=1

where |Ei| is the absolute value of E;. By taking the absolute value of the error terms, this
error measurement captures the positive and negative deviations between the forecast and
the actual demand.

Mean Absolute Percentage Error

A measure which is closely related to the MAD, but which expresses the magnitude of
the error relative to the magnitude of the demand is known as the mean absolute
percentage error, or MAPE. To express this relative measure as a percent, the average
ratio is multiplied by 100.

MAPE :lz x100 (13)
n 5=

E
D,

Mean Squared Error

Another measure of average error is known as the mean squared error, or MSE. This
terminology should be a familiar to those who have used regression models. Here,
instead of simply averaging the deviations of the forecast as compared to the actual
demand, the deviations are squared, giving more weight to those errors which are the
farthest from the actual demand.

MSE,, =

S| =

S E; (14)

Tracking Signal

To automatically detect when a forecast model is no longer producing good forecasts, a
measure known as a tracking signal is often used.

bias
MAD

Tracking Signal = (15)

This tracking signal is a measure that can be used in a control-chart-like manner so that
when an out-of-control state is reached, the forecasting model can be revised to get things

12



back in control. By dividing the bias by the MAD, the control limits for this “unit-less”
measure are the same for every product being forecast and therefore separate control
limits need not be kept for each product. Instead, a common rule of thumb is when the
tracking signal reaches a value of positive or negative “6”, it is time to investigate the
forecasting model.

Forecast Error Example

To illustrate some of these error

measures, the demand data and 2L Fe Sals il 5
forecasts from the example problem L4 LBl FRGIGIOE Sy E:

presented in Table 2 will be used. The Jan 45 47.0 2.0 4.0
demand is compared to the forecast for Eﬂeat; ig j?g g; ;;S
each period with the resulting errors Anr AE 462 05 01
give in Table 3. This provides values May £ 45 2 58 139
for the error, E;, for each period t from Jun 47 47 3 03 01
January through August. The last two Jul 1 47 3 £3 39 4
columns of this table show the forecast Aug A8 A6 20 30

error and the squared forecast error for

each of the periods of interest. Table 3: Seasonal Factors

Aug
bias,, g = 2 F =2.0-34+53+02-58+0.3+63-2.0=2.9

i=Jan

1 AZ“‘%JE | ~20+34+53+02+58+03+63+2.0 253

MA =— 32
DJan—Aug n4 ] 8
Aug 2 2 2 2 2 2 2 2
MSE 1 a _1 ZEt2 _ 207 434745374027 +58° +03°+6.3"+2.0° 1208 _ 151
n i=Jan 8
Tracking Signal (as of Aug)= bias _ 29 _ 0.9
&9 ¥ Map 32
Smoothed Error Measures
Since errors are sometimes used to estimate demand variation, it is useful to think about
an exponentially smoothed MAD so that recent errors are weighted more heavily.
Smoothing the error is very similar to the basic exponential forecasting technique. Thus,
each period a new MAD is computed as
MAD, = 5|E,|+(1- 5)MAD,, (16)

where 0 is a smoothing parameter between 0 and 1.
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Errors as an Estimate of Forecast Uncertainty

Forecasts usually consist of just a mean; but, an estimate of the standard deviation of the
uncertainty of future forecasts can be just as important. The firm needs to know how
much risk is in the forecast. For example, good inventory models need some measure of
demand uncertainty, or more accurately, forecast uncertainty, to determine the proper
levels of safety stock inventory. Inventory models which use past demand variation are
likely calling for too much safety stock; a good forecast may be able to predict some of
this uncertainty and the safety stock is only needed for the unpredictable part.

Two common measures of the standard deviation of the forecast errors are presented
next. One of these is based on the absolute deviation. When forecast errors are normally
distributed and have no bias, the MAD can be used to estimate the standard deviation,

o =1.25MAD . (17)

The other measure is based on the direct estimate of mean squared deviation statistic and
is given as

(18)
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A “Reaction-to-Error” Interpretation of Exponential Smoothing

Since F, = E, + D,, the forecast using the exponential smoothing model can be rewritten

as
Fo.=a(F,—E)+(-a)F (19)

which, with a little algebra, can be rewritten as
F., =F —aE, (20)

Thus, each new forecast can be interpreted as the past forecast adjusted by some
percentage of the last forecast’s error. When the forecast error is positive, the forecast
overestimated the demand; therefore, the next forecast needs to be reduced. The
smoothing parameter o determines by how much the forecast should be modified.

Multi-Factor Time Series Methods

Forecasts for demand which (A1 313 (4 & &l 718l s wlnliizl
include some pattern like trend or G [0 IS0 IIRIEIMDITI 7|07 {167 ] 1965 ) #O |
seasonality require factors for 2207
such patterns. The simple time 200 —
series models above include only e
one factor, which for the average e —
level of demand. When the 160 pa— a
underlying demand has for 140 e
instance a trend, these simple A
models do not perform well — 1207
there can be a significant bias in 100 : :
the forecast. The data presented 1 [ L )
in numerical and graphical form Figure 2: Bike 3023 Demand Data with Trend
in Figure 2, for an item known as
Bike 3023, has a definite trend component. ; 0y £, £, B
1 120 122.0 20 20
If the basic exponential smoothing model with 2 13 1216 9.4 7.4
a smoothing factor of a=0.2 is used to forecast, 3 139 1235 -15.5 228
the forecast values, along with the associated 4 152 1266 -25.4 -48.3
errors and bias are as shown in Table 4. 5 151 131.7 | -13.3 £7.7
3] 170 135.5 -34.5 -102.1
Note that one can observe the bias without the g Eg 133? gég 1;3;
calculations since the error is always negative g 177 154.8 2272 -18E.2
starting in period 2. This shows that the 10 187 159.2 278 -213.8
forecast model is always underestimating the 1] 18 led8  -30.2 -244.2
demand and is a good indication that the wrong 12] 199 170.8 272 2713
forecast model is being used. One can observe Table 4: Example Data with Forecast

this pattern in Figure 3 where the forecast is
shown along with the demand and the forecast

15



is always under forecasting or lagging the
demand. Therefore, demand that has some
pattern like a trend or seasonality should be
forecast with a model that contains the
adjustment factor for the pattern.

Trend-Enhanced Forecasting
Models

.-'*'_'_..
.-""f.
e
e
.-""r - y
- -y - -
’ -
-ﬁ-” R
. = -
1 2 3 4 & & 7 8 9 10 1 12

Figure 3: Demand and Forecast Information

The functional form of a model which forecasts demand with a trend parameter requires
two components, a level component, L, and a trend component, T. When T; is used to
represent an estimate of the trend as of period t, the model for forecasting one period into

the future is

F

t+1

=L, +T,

(21)

The additive trend adjustment is one of the most commonly used and is sometimes
referred to as Holt’s Model. To forecast the ‘r'™ period into the future, the model is

F

t+r

=L, +rT,

(22)

Exponential Smoothing Updates — Holt’s Model

Each period when more information becomes available, the level and trend factors
can be updated. This is done with equations very similar to the equations for the
basic exponential smoothing model presented earlier. For the basic exponential
smoothing model, a smoothing parameter a was used to determine how much of
the new demand information should be included in the level factor. Since there
are now two factors, level and trend, a second smoothing parameter [ is needed
for determining the amount of smoothing to be done on the trend factor. Values
for B are between 0 and 1. The updating equations for each factor for the case of

additive trend (Holt’s model) are

L =aD, +(-a)(L_ +T_)

Tt = ﬂ(Lt - Lt—l) +(1 _ﬂ)Tt—l

(23)

(24)
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Trend- and Seasonality-Enhanced Forecast Models

When both trend and seasonal factors are present, along with the average level factor, the
forecast equation is a combination of the three factors. The most common model and one
known as Winters” Model, assumes an additive trend factor and a multiplicative
seasonality factor. This model for forecasting one period into the future is

Foo = (L +T) xS, (25)

The factor for seasonality, Si+r, is the seasonal factor for the period t+r, r periods in the
future. Note that there is a seasonal factor for every “season”. If the forecast is quarterly,
then there are four seasonal factors. If the forecast is done monthly or weekly, then there
are twelve or 52 seasonal factors respectively. In some short-term forecasting situations,
where demand varies by the day of the week, there could be a seasonal factor for each
day of the week, or seven factors.

For forecasting r periods into the future, the form is

I:t+r = (Lt + th ) x S (26)

t+r

Exponential Smoothing Updates — Winters’ Model

Just as was done for the additive trend model (Holt’s model), the factors for additive
trend and multiplicative seasonality (Winters’ model) can be updated as new information
becomes available. In addition, since there are now three factors, a third smoothing
parameter y is needed for seasonality. The updating equations are then

L= agtr-al, +T,) @7)
Tt = ﬂ( Lt - Lt—l) + (1 - ﬂ)Tt—l (28)
Stap = 7%+(l—y)3t (29)

where p is the number of “seasons” (e.g., p=12 for monthly data with a yearly cycle).

Model Initiation and Forecasting

Just as was the case for the basic exponential smoothing model, it is important to find
good initial starting factors and then “train” the model. But for the multi-factor models,
this is a little more involved. Two sets of example data are used below to illustrate this
initiation on Holt’s and Winters’ models.
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Holt’s Additive Trend Model Example
Period Time Prd| Demand
Jan 2003 1404
Feb 2003 1506
har 2003 1521
Apr 2003 1655
May 2003 1716
Jun 2003 1805
Jul 2003 1919
Aug 2003 1980

Managers at Dynostasio want to set up forecasting
models for their most popular products. The demand
for one of their products which has seen phenomenal
growth since its introduction is shown in Table 5.
This product has been on the market since January of
2003 and thus the there is demand data for this
product for eleven periods through November of

[ Rt i ny Ry RN ER R S

2003. An analyst for the firm has decided to use 8 Sep 2003 2077
Holt’s Model to forecast future demand and in 10 Oct 2003 2220
particular come up with an estimate of demand for 11 Moy 2003 2264
December of 2003. 12| Dec 2003

Table 5: Dynostasio Monthly
Since the model assumes an additive trend, a straight Demand

line can be fit to the data to estimate the initial level
factor (the intercept) and the initial trend factor (the slope of the line). A linear regression
yields the following

Intercept: 1297 Slope: 87.9

These two terms then become the estimates of L and T as of period 0 (demand was
regressed against the period numbers 1 through 11) so that

Lo=1297 To=2879
Using the forecast equation, the forecast for period 1 becomes

F

t+1

=L +T, = F=L,+T,=1297+87.9=1384.9

To continue, the firm now observes the first period of demand, D;=1404. With this
information, the level and trend factors can now be updated so that they are current as of
period 1. The analyst has chosen a smoothing parameter of a=0.2 for the level factor.

L =aD, +(-a)(L_ +T_)
L, =aD, +(1-a)(L, +T,)=0.2(1404) + (1-0.2)(1297 + 87.9) =1388.7

Similarly, with a smoothing parameter of $=0.3 for the trend factor
T, =pL -L)+A-PT
T, =8, -L)+1-.)T, =0.3(1388.7-1297) + (1-0.3)87.9 =89.0

A forecast for period 2 can now be made

F

t+1

=L +T, = F,=L +T, =1388.7+89.0=1477.8*
(* Note that some calculations will be slightly affected by rounding.)
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The rest of the calculations are shown in Table 6, including the forecast for period 12,

December of 2003. Note that the period 0 numbers are the initial values of the level and
trend obtained from the regression.

Period| Time Prd| Demand Level Trend Forecast Errar
1] 1297 .0 ar.o
1 Jan 2003 1404 1388.7 a9.0 13849 -19.1
2| Feb 2003 1505 1433.4 0.7 1477 .8 -28.2
3| Mar 2003 1521 1563.5 ar e 16742 53.2
4 Apr 2003 1658 1652 5 aa.0 16511 5.9
5 May 2003 1716 17355 a5.5 1740.4 24.4
G| Jun 2003 1805 1818.6 5.5 1822.0 17.0
7 Jul 2003 1919 1907 1 a5.4 1904 1 -14.9
8 Aug 2003 1930 1990.8 a5 5 19935 13.5
89 Sep 2003 2077 2076.5 a5.6 2076.3 0.7
10 Oct 2003 2220 2737 891 21621 579
11 Moy 2003 2264 2263.0 aa.2 22627 -1.3
12 Dec 2003 23521

Also in Table 6 are the errors calculated by using the model to forecast the past data.

Table 6: Forecasts and Level and Trend Factor Updates

Most importantly, it can be observed that there is not a pattern to these errors. Thus, there
is no systematic bias that would indicate the use of a wrong model.
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Winters’ Additive Trend, Multiplicative Seasonality Model Example

The distribution manager of Jackets-and-Such wants to set up a forecasting model for one
of the firm’s more popular products. The demand for this product is shown in Table 7.

Period | Time Prd = Demand Period | Time Prd | Demand
1 =11 2000 a3 9 @1 2002 127
2 212 2000 106 10 L2 2002 130
3 213 2000 105 11 213 2002 136
4 =14 2000 133 12 24 2002 169
5 11 2001 107 13 211 2003 139
5 12 2001 116 14 Q2 2003 143
7 =13 2001 121 15 =13 2003 163
g =4 2001 146 16 24 2003 177

A plot of this data indicates a significant seasonality along with growth over the last four

years, as can be seen in Figure 4. The manager has decided that the appropriate

forecasting model should be
one with additive trend and
multiplicative seasonality
(Winters’ Model).
Initialization for this model is
much like that of the trend
only model shown above. The
goal is to fit a straight line to
the data and then see how far
off that line each of the
seasons are, thus finding the
seasonal factors. One way
would be to hand fit a line to
the data. Another way would
be to use regression, like in
Holt’s model, but in order to
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Figure 4: Plot of Demand Showing Trend and Seasonality

use linear regression; the data must first be deseasonalized.

Deseasonalizing Demand

Deseasonalizing data essentially requires two steps:

1. Finding the average seasonal demand over a complete set of seasons for all data

available.

2. Ensuring that the averages are centering on the appropriate period.

For demand data, seasons can be quarters of the year, months of the year, 4-week periods
of a year, weeks of the year, and any other collection of periods where one could possibly
observe a recurring pattern. When seasons are taken to be quarters for instance, one can
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find the average deseasonalized quarterly demand by taking averages over any four
consecutive quarters. Using the data from Jackets-and-Such, the average quarterly
demand over the first year is

D, = 98+106J;109+133 115
Since this is the average over the Deseasonalized Deseasonalized
first four periods, this demand Penod 1_ Tr'f: f‘_i[gl Uf‘m:_‘n'_:ﬂ_ Initial Contoned
average is centered on period 2.5, 2 200 1B e
which is the subscript on the average 3 032000 109 / 1138 1126
demand. This can be seen in Table 8 ; E’.T ﬁ 353 1163 31?;
where the first set of dark diagonal B Q22 g :;;: 1205
lines show the 111.5 as the average ; gi ﬁ: :3; 1275 :33,3
over the demand data from 98 to 9 22 1 13.',3 1329
133. In similar fashion, the average i asm 1% :fg 1395
value of 113.5 is found by taking the E g'l* ﬁﬁ :ig 1443 ::gf
average over four consecutive 14 022003 143 lgg 1508
quarters starting with period 2. 15] GoaNm) 153

16 Q4 2003 177

Table 8: Deseasonalized Calculations

Das = 106 +109 +133+107 _ 1138

4

So that the deseasonalized demand is centered on each period and not between them,
each pair of the deseasonalized averages above and below each period must be averaged
to get the deseasonalized estimate is as of a certain period, and not between the periods.

D, - D2s +Das _111.5+113.8 1126
2

This centered, deseasonalized demand average is shown in the last column of Table 8

where the set of light lines indicate the result of the average of the two numbers, 111.5

and 113.8. The rest of the centered, deseasonalized averages are also shown in this

column.

It should be noted that this procedure to deseasonalize the demand is appropriate for
seasonal situations where the number of seasons is even. An even number of seasons
requires the deseasonalized data be centered. If the number of seasons is odd, as would
be the case if the data were broken into say thirteen four-week seasons, then when all of
the seasons are averaged, the resulting average would occur on the middle period (in the
case of thirteen periods, the seventh period of the data being averaged) and there would
be no reason to center the average.
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Determining the Initial Forecasting Factors

Once the data has been deseasonalized, finding the level and trend factors is the same as
with Holt’s trend only model. The deseasonalized averages can be regressed on the
period number with the result for this data that

Lo=100.8 To=3.5

Finally, the initial seasonal factors must be determined to complete the model. This
requires three steps.

1. Finding an estimate of the straight line fit of deseasonalized demand, Iﬁt

2. Determining an estimate of the seasonality for each period.
3. Averaging the estimates across all similar seasons.

Step 1 can be done by finding the straight line estimate of deseasonalized demand

A

D, =L, +tT, (30)

For instance, for period 4 the estimate is

A

D, =100.8+4x3.5=114.8

The estimate of seasonality from Step 4 for any period is the ratio of the actual demand to
the demand forecast

~ D
S, = — (31
Dt
Again, using period 4, this estimate is
~ D
§,=2t=13 ~q 16
D, 11438

This number indicates that the actual demand for period 4 is approximately 16% higher
than the straight-line deseasonalized fit.

22



Once an estimate has been calculated for each demand observation (as shown in Figure 5
— with arrows indicating all quarter 4 differences), Step 3 is used to find the initial
seasonal factors. For any given “season”, all estimates for that season are averaged for an

130

150 1

130 4 __‘,{.f-}{ff"f‘
10—~

N
&%ﬁ%ﬁ%ﬁ@ﬁ«%%’%’%%’%@*

Figure 5: Seasonal Factor for Q4

overall initial seasonal factor for the given season. Thus, one seasonal factor is obtained
for each of the p seasons by averaging over k observations of that season.

S+ Sty + Sty + Spap + oo
S (32)

For the 4™ quarter, this would be

S, +S¢+S,+S,  1.16+1.13+1.11+1.13

+ ~1.13
4 4

S, =

Doing this for each season, the four seasonal factors are found as
S,=094 ; S§,=09 ; S, =098 ; S,=1.13

These calculations are summarized in Table 9.

Forecasting with Winters’ Model

Now that the initial level, trend, and seasonal factors have been obtained for Winters’
model, the model can be trained and then used to forecast the desired future periods.
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Initial

Seasonal
FPeriod | Time Prd Demand b & Factors
1 21 2000 a3 104.3 0.94 0.94
2 22 2000 106 107 .8 0.93 0.95
3 23 2000 109 111.3 0.53 0.53
4 214 2000 133 114.8 1.16 1.13
g 1 2001 107 118.3 0.90
G 22 2001 116 121.8 0.95
7 213 2001 121 126.3 097
a 4 2001 146 1268.8 1.13
9 21 2002 12%¢ 132.3 0.95
10 C2 2002 130 135.8 0.95
11 23 2002 136 139.3 0.53
12 24 2002 159 142.8 1.11
13 1 2003 139 146.3 0.895
14 22 2003 143 149.8 0.95
15 23 2003 153 153.3 1.00
16 214 2003 177 166.8 1.13

Table 9: Seasonal Estimates and Initial Seasonal Factors

To train the model, the initial factors are used to forecast for the first period. In this case,

the first forecast is for Quarter 1 of 2000. This forecast is obtained using Equation (27)

and

Foo = (L +T)S, = F = (L, +T,)S, = (100.8 +3.5)0.94 = 98.0

Once this forecast has been made, the assumption is that time moves forward and the

period 1 demand is observed to be 98. With the observation of more demand, the level,

trend and seasonal factors can be updated as was the case with the previous trend only

model. To do this, Equations (32)-(34) are used.

First, the level factor is updated with the assumption that a=0.25 as

D
L, :ocS—tJr(l—oz)(LH +T.,) =

=0.25——+0.75(100.8 +3.5) =104.3
0.94

t

1

98

L, = a%—i—(l—a)(LO +T,)

Next, the trend factor is updated with the assumption that $=0.20 as

Tt =pL-L )+0-pT =
T, =6 -L)+1A-5)T,

=0.2(104.3-100.8) +0.8x3.5=3.5
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Finally, the seasonal factor for period 1, which happens to be the one used for any first
quarter forecasts, is updated. The smoothing parameter is y=0.15.

D
S =7Tt+(1—7)51:>

t

t+p

D
Sy =y—+(1-7)S,
Ll

98
04.3

= 0,15 = +(1-0.15)0.94 = 0.94

Note that this update didn’t change any of the factors and this is because the forecast was
very accurate for the first period. Once the parameters have been updated, Equation 27
can be used once again to forecast the next period, period 2. The rest of the computations
for this forecasting and updating are shown in Table 10.

3 i ¥
0.2a nz 015
Feriod | Tirme Prd  Dernand Level  Trend Seasonal |Forecast Error
100.8 35

1 11 2000 93 104.3 34 0.94 83.0 0.a
2 C12 2000 106 103.4 36 0.96 103.5 2.5
3 C13 2000 109 111.9 36 0.93 109.8 s
4 Cl 2000 133 116.0 37 1.13 1305 2.5
5 C1 2001 107 118.2 3.4 0.94 1124 2.5
5 C12 2001 116 121.4 33 0.96 1171 1.1
7 C13 2001 121 124 .4 33 0.95 1221 1.1
3 Cid 2001 146 128.0 3.4 1.13 144 b -1.4
9 1 2002 127 132.4 36 0.93 1228 -4.2
10 12 2002 130 135.9 35 .95 1308 0.a
11 13 2002 136 139.3 34 0.93 136.3 0.3
12 i 2002 159 1422 3.4 1.13 16149 249
13 11 2003 1359 1452 35 0.94 1365 -2.4
14 CI2 2003 143 149.5 34 0.96 1439 na
15 13 2003 153 163.8 36 0.93 1495 -3.4
15 Cd 2003 177 167 .2 3k 1.13 178.2 1.2
17 1 2004 0.94 151.2
18 12 2004 0.96
18 13 2004 0.93
20 Cd 2004 113

Table 10: Forecasting and Updating for Jackets-And-Such

Summary

The prior sections have provided the reader with an introduction to a number of
fundamental approaches and models to time series forecasting and illustrated their
computational process. Some forecast models like Winters’ are complicated, involving
numerous mathematical equations with the inherent required notation to manage the
needed computations. But as complicated as they might be, using these statistical models
can help reduce forecast errors to manageable levels without significant levels of every-
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day human interaction. These models are designed to remove systematic error and can
be helpful in doing just that when implemented correctly. While more elaborate models
like ARIMA and X11 have been proposed’, the set described above have proved to be the
primary forecasting tools used in practice.

Practice has also shown that forecasts, no matter how sophisticated a model employed,
will still have forecast errors. Perfect forecasts, while a laudable goal, can’t be attained
because random behavior and dynamic change is always present. The solution? Human
input is a critical component to test for reasonableness and handle unforeseeable events.
Therefore, the forecast system design needs to combine human oversight management
with statistical forecasting models on computer-based systems like SAP’s R/3 system, so
that management time can be spent most productively on the numerous tasks within the
supply chain.
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Time Series Forecasting Problems

1. Using the data above in Table 4 for Bike 3023, forecast demand using the BES
model, but with an 0=0.4. Compare this forecast to the example with an 0=0.2.

2. Using the data above in Table 4 for Bike 3023, forecast demand using a five-period
moving average and a five period weighted moving average for periods 7 through 13.
For the weighted moving average, use the weights 0.5, 0.4, 0.3, 0.2, and 0.1.
Compare these two forecasts to the two BES models for Bike 3023, especially with
respect to the MAD, MSE, Bias, and TS for periods 7 through 12.

3. Using the data above in Table 4 for Bike 3023, fit an additive trend model to the data
and forecast periods 7 through 15. Compare this forecast model to the two BES
models and the two MA models in problems 1 and 2 by commenting on the errors.

4. Table P4 contains two years of Month  Year Demand Month | Year |Demand
demand information for a recently # 3; % :gg :BE gggg :::g

. B g
1ntr9§1uced food product. Use a Mar | 2002 200 Mar | 2003 450
additive trend model to forecast Apr 21002 aN05 Apr | 2003 455
demand for this new product for the May 2002 210 May = 2003 540
first three months of 2004. Jun | 2002 250 Jun | 2003 525
Jul 2002 300 Jul | 2003 490
. A 2002 300 A 2003 520
5. Table PS. contams four years of EEE 002 30 5:3 2003 220
demand information for item Oct 2002 370 Oct | 2003 575
X503A2. It is believed that since the Nov = 2002 370 Nov 2003 620
demand shows some seasonal pattern _Dec 002 375] | Dec = 2003 655

that Winters” Model is the forecasting  Table P4: Demand for New Food Product
model that should be used for this

item. Forecast 2004 Quarter 1 demand for X503A2 based on the forecast model fit
with the first four years of data. Use a = 0.4, f=0.3, and y=0.2 as smoothing
parameters.

Year | Ctr | Demand| Year  Qtr | Demand| Year | Otr | Demand| ¥ear | Qtr | Demand
2000 0 20001 2001 | @1 3000 2002 0 @ s000) 2003 @ a000
2000 0 Q2 4000( 2001 | Q2 s000| 2002 o2 s000) 2003 0 G2 7000
2000 0 Q3 12000( 2001 Q3 15000 2002 | Q3 1R000| 2003 | 23 20000
2000 0 Q4 16000| 2001 Q4 18000 2002 | o4 20000) 2003 0 G4 22000

Table P5: Quarterly Demand Data for X503A2
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Month | Year Demand Month | Year Demand Month | Year Demand
Jan 2002 a0 Jan 2003 47 Jan 2003 42
Feh 2002 a3 Feh 2003 A5 Feh 2003 45
har | 2002 134 Mar | 2003 129 Mar | 2003 123
Apr 2002 243 Apr 2003 225 Apr 2003 217
hay | 2002 207 hay | 2003 245 May | 2003 201
Jun 2002 aa Jun 2003 G5 Jun 2003 515
Jul 2002 77 Jul 2003 bl Jul 2003 45
Aug | 2002 164 Aug | 2003 143 Aug | 2003 138
Sep | 2002 178 Sep | 2003 161 Sep | 2003 141
Oict 2002 94 Oict 2003 a5 Oct 2003 93
Moy | 2002 a7 Moy | 2003 49 Mow | 2003 a1
Dec | 2002 44 Dec | 2003 ala] Dec | 2003 45

Table P6 contains three years of monthly demand information for a popular classic

Table P6: Monthly Demand Data for Rain Jacket

rain jacket. Forecast the first six months of demand for this jacket based on forecast
model fit with the first four years of data. Use a = 0.4, f=0.3, and y=0.2 as
smoothing parameters.
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Forecasting with SAP R/3

Introduction and Background

The prior section presented a tutorial on basic time series forecasting logic, procedures
and performance measures. While we could program these procedures using tools like
Visual Basic or Excel spreadsheets, there are several commercial packages available to
support business planning. This section illustrates how to employ the SAP R/3 system to
conduct forecasting. It shows how to load data, define forecast parameters, obtain
forecasts, and review the results from R/3’s forecasting process.

The Glow-Bright Corporation case (included in a later section) provides an opportunity to
demonstrate the forecasting system within the SAP R/3 system. Below is an example plot
of sales in R/3 for part number 40-100C of Glow-Bright. Note that the data exhibits
seasonality and an upward trend in historical sales. The R/3 forecasting system employs a
time series analysis approach to forecasting, and as such, attempts to find a pattern over
time in the historical database, and then extends this pattern into the future. As discussed
above, there are a number of models that users may chose to attempt to match historical
patterns. Therefore, the system must first have historical data to do the time series
analysis for the forecasts.

Glow Bright (40-100C) Examplc

2 A sphecs

D0 e Roamr

Loading Historical Data

The first step to using the forecast feature of R/3 requires populating the ‘Material
Master’” with historical sales data. Since the system used in a learning environment is not
an active system with “real” sales data, this historical data must be entered before any
forecasting can be done. To enter this data, navigate through the Dynamic Menu within
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R/3 down to the plant level by making the appropriate entries, as shown below. This will

eventually lead to the ‘Forecasting’ tab within the ‘Material Master’ which allows one to
use the Forecast Module.

. . Logistics — Production > Master Data—
Navigation to Forecast Module Material Master > Material-> Change->

Immediately (click)

1 Favorites
= {3 8AP menu}

>3 :_J Office Change Material (Initial Screen)

| Logistics Selectview(s)  Organizational leweis  Data

[L4][»

E|PH COa QB Dhal

B 1 Materials Management
[ (1 sales and Distribution Wt

40-100c ] [=)
[ 1 Logistics Execution Change number
¢ {3 Production
2 ‘3 Master Data & Type a part number (e g 40-100c) and Enter
=2 {3 Material Master ' —
< (3 Material " Eb s H
[ .___l Create (Special) ”qm:rs;':::::uxslnnwl _:_
B 1 Create (General) \
< {3 Change o e BT i A0 TRGuRS] :
@ ifrmedia |Y »*  CmaniZ¥ionst evels | Date B (2 B Denutvalues | 30
2 Schedule Click Forecasting” in “Selected Fiew®
D Activate
> 1 Flag for Deletion T
B3 Display Piant 3z008

B ([ Display Changes
2 Mass Maintenance
2} Change Material Type

L]

o e =
! Selectviewis) [EH Difauviivalues 3¢

ao)

Type a plant number (i.e. 32000 and Enter

Next, open the ‘Forecasting’ tab of the record for part 40-100C and click on the

Consumption Vals button. This opens the table of historical data, as shown below. Note
that the first time this table is opened the record will be empty.

Open Material Master Record for Part Number
WAF A b Fonetirg | Ve scseaueg | i ke 1 | Frasiseiie 4, =L o
Note there are no Consumption
Maw E-100C Buss TNV A0waE cieal o i 2 A
- . oo history data for item. It will nced
S to be added.
Brve vl simmen SL Forcmstmadel 1 [5Piniod ingh e .
T P
Dpfelat revauTeson Apf et ronsurmpbon
ki) amgins & SOd DmE: D00 {m fali ] -]
e e = e Chiopge Material 40-100C (Semifinished prodisct)
ot pamcas s Forvcanl panicds 2 Faricch sw i on 1 . a
ol o 8 1 Pkt gt G St
vl Canumpkar oL
o= T e 1 on 1] e ey o it st u
Mooe Leerion L T P v e AR s LR
Tateaon vl gy o Corecion facianry
Adphy fathar et facie Bras et aimasmms PO Proggusin T
Tigrerma facior Deits Farior
Conpumston veams
e orwcat = fomcentveeen i Coraumoton s P Umctanaes com o v I i
T | 188 a
FE = r
st |
To load data, Click on
Consumption Vals button
T otal conuuEion
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One of the most important issues in using the R/3 forecasting module is the time

orientation of the data. This arises because the R/3 system is an operational system with

a running clock. Any time you use the system, the system clock will be the current time
and date. Thus, the first thing that has to be determined is the current R/3 system time

clock date. This will be the time origin reference for forecasting. Another important issue

is that the historical data needs to be sequenced from most recent to oldest. The Glow
Bright historical sales data is organized in an oldest-to-most recent format — as shown

below — and this is the opposite of what is needed.

Bl

Table 1

EOWHQMLWMHE

11
12

Adding Data History:

Determine Data Timeline and Origin

40-100C | Unit

Sales

(Cartons)

1998/ 1999 2000 2001 @ 2002 2003

16,185
13,450
11,287
13,109
12,646
15,802
20,015
29,468
27,348
277,310
26,288
30,654

Glow Bright data in sequence of oldest to
most recent. However, R/3 system wants

24234
24,793
12,681
17,260
16,673
23,514
24,422
27075
26,793
30,279
26,118
30,936

31,768
34,394
12,070
21,138
19,750
32,474
32,053
35,923
35,248
73315
28,252
8,379

30,117
26,885
19,686
15,607
16,795
25,172
27731
27,951
83719
22,034
6,363
17675

7,228
2,833
7912
21,049
21,672
30,813
30,520
42,256
47,097
39,530
38,465
41,292

34,197
39,507
27065
31 818
32,201
38,027
36,585
52,881
41933
41,701
46017
45027

data in most recent to oldest sequence.

Need to know
cuwrrent time point
for forecast origin
that is established
by SAP R/3
system cleck , e. g.
August 2003, and
eliminate the
remaining data
from use

Assume that the current R/3 system time is August of 2003. This will be assumed to be

the time origin point for the sales history. That is, the last month of the sales data should

be August of 2003. Next, the data needs to be re-sequenced from most recent to oldest.

This can be done very easily in Excel, starting with the data from August 2003 (Period 68

with a demand of 52,881).
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Adding Data History: Sequence Data
(2 ta Ba 8 {]ea | 2 W g | v : AR
™. Rutgsly with Charges|
o012 - i~
Y e e D B[] Det . t
1 |[Period Sales Feriod Sales 1111
I W T TT S N e b II'lO-S
3 2 13489 &7 36385
. 2 laee 9l sssis recent data point that
9 4 13109 &5 32201
o i 13108 5 3re1e — matches R/3 clock,
it =] 5802 g3 27065
5 720015 62 35307 say August 2003
=] & 29468 &1 34197
10 | ] 27348 60 41292
11 10 27310 58 38465 .
2 11 26288 — Sequence data history
137 12 30654 58 39530 A
14| 13 24238 57 a70s7 >_ from most recent time
15 14 247593 56 42256
16 | 15 18681 55 39929 to oldest
o 16 17260 54 30813
18 T 16673 53 21672
18| 18 23514 52 21045
20 19 24422 51 239212
1] 20 27075 50 28833 e
Original Glow Bright data sequence, oldest to most recent

The data is then transferred to the R/3 system by using the Excel ‘COPY’ command
(Note that this is the only way of transferring data from Excel to the R/3 system). This
data transfer must be done by copying no more than eleven cells at a time. Thus, one
needs to go to the Excel sheet and highlight the first 11 cells of data, and then go to the
R/3 ‘Consumption’ Page and highlight the first cell in the “Corrected Values” column,
and paste the first 11 historical data figures into R/3. Please note that you have to use
CTRL-V (simultaneously pressing the CTRL key and the V key) to paste.

Adding Data History: Data Copy

Highlight data sepment in Excel to Open R/3 Consumption Values
be transferred and click “COPY ) sercen and highlight the start cell for
button. Note: Eleven data cells will data tiansFer

be the maximum set size per trangfer
(2t ta A |
z8.

F2 - e 57081
A B c B E

1 |Period Sales Pariod

2 1 16185

3 13485

3 3 1

5 13109

& 5 12646

7 6 15802

8 7 20015

] E 25468

10 a 27348

15 10 27310

12 11 26288

12 12 30634

1 13 24234

15 14 24793

16 15 18681

17| 16 17260

Continue transferring data from the Excel sheet by repeating the ‘COPY’ command for

the appropriate data (again, remembering to highlight no more than eleven cells at a time)
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and going to the R/3 ‘Consumption’ Page and highlighting the next empty cell in the
“Corrected Values” column before placing the data with the CTRL-V entry. When all the
data have been transferred, it should be saved in the system by clicking the save icon in
the upper left corner of the screen (This is the orange disk icon).

Adding Data History: Data Paste

- Inbermal comment ' consumption |

To transfer data, use the “Cirl”
and “V° keys. This will paste
the copicd data set of 11 or less
points into the R/3 Material
Master Consumption Values

Material 48-188C Bulb 22035V 40-walt clear
Flant 3200 Allanta

<o]0]

Base unil of measure FC Period indicator R Fiscalye

[ConsurpoN RS~ history.
|Paring. [Unpianned consump...| Comectad value
08/ 2003 | 52881 [i.08 |
o7/2003 | 36565 [roa | Repeat the sequence of
96/2003 39027 180 . . PY
|e5/2003 | 2281 oo | highlight-CO of the
04/2083 | LI e | spreadsheet data and then Crtl-
03j2003 | 27065 [rea | YV in Rf3 until all data are
02/ 2003 .JQSB! 1.08 |
01/2003 | ey e | transferred.
[2ian | ez fag |
11420082 18465 1.60 i
10/2882 | I oo | Then save the data by clicking
a0

R on the save icon in upper left

cnmcrx\_‘\_ﬂ e

| Tatalconsurnption |

Forecasting With SAP R/3: Steps and Input Requirements

With the historical data loaded into the material master forecasting record for an item,
two forecasting options are available to the user:

» User Selection Approach (USA) — all forecast parameters and models are
manually entered by user.

» System Selection Approach (SSA) — a set of specific forecast parameters and
models (e.g., smoothing constant values, simple versus enhanced smoothing, etc.)
are determined by R/3 system and the remainder is user determined.

These two approaches are illustrated next.

User Selection Approach to Forecasting

First, there is a need to return to the ‘Forecasting’ tab within the Dynamic Menu of the
R/3 system as shown below.
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Logistics—>» Production —» Master Data—»

Navigation to Forecast Module Material Master —> Material-> Change >
Imnediately {click)

1 Favarites [«]
b= [=] CPH COS & HE Bnal
> [ Office ] Change Material (Initial Screen)
=2 3 Logistics Selectview(s) | Onpanizational evels | Data
B (1 Materials Management
B (1 Sales and Distribution Material 485100 m— &
> 1 Logistics Execution Change number
=2 ‘3 Production '
& ‘2 Master Data '_/ype a part number (e.g 40-100c) and Enter
57 {3 Material Master ! —
< {3 Material “ Eetria ”
> .:I Create (Special) "o al:::::"n:u:slnnwl ;_

[ 1 Create (General)
<2 3 Change
2 Immediatély

JINIE PR iGN O TegUBEE

W Ouganihionattevels  Dos Bl [ B ostutvaiees | 3

) Schedule Click _‘forec;rfng’ in *Selocted Fiew'
2 Activate

> (1 Flag for Deletion [ —

i L1 Display AL e

[> 1 Display Changes | g I'_i""fll'l‘l'ﬂ'l\i:l\b' onthon reauest

2 Mass Maintenance »#| | Saloctviewts) | |[H Olmuitvalues | 3

2 Change Material Type

4]

Type a plant number (i.e. 32007 and Enter

Once the ‘Forecasting’ tab has been reached, the forecasting model must be chosen.
There are many forecasting models within R/3 and clicking on the dropdown button
beside “Forecast model” presents the options, as shown below. The user approach
requires the analyst to determine and select the model that is appropriate for the data.

Go to the FORECASTING tab within material
/ master record to start forecasting process.
e rans | wasenning | vt peenre (0T T
40-104C o :l -«Jﬂ[ﬁlm[-a-lgml : *’J—*
Matenal ; Bult 2235V 40-wall claar - e
Frant 3200 Asanta (M]Short teat |
0] (D |Constant model
ke KC with factor

BT = T Trend model

Bageuntofmaasune  FC Forecast model T [ T " £ Seasonal model

Last forecast Frscal yess variant % Seasonal trend model

RafMall. consumpsion RafPlant consumpbon N Mo forecastiextemal model

Date to Mutipser G Moving average
L W Weighted mioving average
[ Furnbi of periodts raquired 0 Mo forecasting exemal model

Hist pariods &0 Forecast penods 12 Periods per season 12 O 2nd order trénd with adjusiment of smoothing factor

Initi abzation pds. [ Fised perods B 2nd order trend
= J Automatic model selection
| Contiot data

Inithadzation L] Tracking imit 4.000 [ ] Resetsutematically

Model selachon SelRelion protedurs g Param optmzation

Optimization level ‘Welghting group _| Coreclion factors

Alpha factor Beta factor -

il Doea ficoe Many modeling

Escuesoecast | (= Forecsstyates = optiong within R/3
system

Besides selecting the desired forecasting model, the user also needs to input the
forecasting parameters discussed earlier in this document. These requirements are
illustrated below. Once the parameters have been entered, the Save button (The orange
disk icon) is used before proceeding with the forecast.
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USA Example: Employ trend model with user
selected parameters - SETUP

o WAPA 5 Forecasting | Workscheduling | Plantdatarster 1 | Plantdatade ) [0

Motensl 48100 [l 2201359 4D-wat gl o Decisions to be made:

Flant e Allaria

7 fn) , edel choice: T
JCreate revigion |evd| = x
[Gononaidat .~ - 3 Histor Y Periods: 60
Baee unil of measure FC

Fosecast model T Pariod indicatar Sl : _ =
it ssat /2003 Initialization Periods: 12
ReMatl: cansumption =

Forecast Horizon: 12

Doate o |
~ . —Season cycle (if appropriate): 12

Fiscal year.
L OO AU paon

[ormoer oo eaued

Hist periods &0 Pariods par seas0n 12 R

[—— 2 *Fumsperns | Anto Initialize: X
[Comtuigi
| Initiafization I Tracking limit 4.080 R s # autematioslly .

Model secion Sebection procedure Param opdmization Smn ﬂthl Ilg Fa.ctnrs

Oiptimization leval Waighting group Comaction tactars 7 —= e

Arpha tattar 9.10 - Hetafacior B, 28 - | FnrecaSt' a 3 10 & B 20
| Camma fald Dislta factoe [: 1] = Errﬂr (MAD] 5 = 10

Exitutie foracas! = Featcasl valuos | = Comsimpbonwats |

Save choices

Select Execute Forecast

When the forecast setup is complete, the Execute Forecast button is used to initiate the
forecast process. The forecast execution requires establishing the forecast time origin and
confirming that the correct parameters are set, as shown with the following screen shots.

USA Example: Employ trend model with user
selected parameters - Forecast Execution

[ Forerastmoamisaieenan
“Parioas
& Period inbervals
Forecast Fro G2/2083 To O1rz00d
Hisonca aala Fro G2/1998 To @172093
No. of perinas Echo Sclected
—————— Mo. of forecast pedods 12 z =, .
-‘—?;E—c:—_:—ls%jzjz—bzns Mo of histarical values &0 Basic Chﬂlces s
i . Click Forecasting
Constant modals Seasonal modeals L_d} (4] aﬂcept
B Trend models Season. trend
v % Aut madel setaction
Forecast Origin \

Choice:
Click Check to accept e
D S S
Echo Smoothing it oa
Choices: e
Click Forecasting el =
to accept e

Ep Forecassng | 3

With the forecasting execution completed, the Forecast Results are displayed. The results
provide the forward looking forecasts, basic error metrics and messages. Clicking on the
chart button provides a plot of the historical demand and forecasted data.
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USA Example: Employ trend model with user
selected parameters - Forecast Output

Basic valun 45166 Trendvate. ] 915 a
o 72 e 1ios
: Forecast Summary Table
F orecast results _ E
“Period Ong HV  ComHV  EwpostFV  Ong PV GomFY  Seas. F O ™ - Basic Metrics
W 622083 47002 4TH82 1] P = d t- at
" B3/2083 4TEAT = +— = Feriods eshimales
W D403 1992 =02 'n
W 85/2003 49827 49827 (1]
n 86/2083 soraz  sorez mm Forecast Process
R B7/2083 51657 51657 | i &
188/ 2083 nz872 52572 ] ([
o e = Performance Graph
v o x

: ; ; / Select Check to return

Forecast message \\ it
Seseticresoie 110 W
3 1]

Ex-post forecast carmied out
Time saries characterstic changad

System Selection Approach to Forecasting

First, as with the last approach, there is a need to return to the ‘Forecasting’ tab in the
Dynamic Menu. This is done through the ‘Material Master’ as highlighted below.

Logjstics — Production — Master Data—>
Material Master —» Material-> Change—>

Navigation to Forecast Module
Immediately (click)

|1 Favorite s
[ s}

(][>
Q

PH o QR DO
Change Material (Initial Screen)

< 3 Logistics

Seleciview(s) Organizational levels  Data

B ] Materials Management
> (] Sales and Distribution
> (1 Logistics Execution
= {3 Production
=7 ‘3 Master Data &
=2 ‘3 Material Master
< 3 Material /|
B [ Create (Special)
B (1 Create (General)
2 {3 Change
2 Immediatély
2 Schedule
) Activate
> (3 Flag for Deletion
> [ Display
> ([ Display Changes
2 Mass Maintenance

Matorind 48-108c [=)

/ype a part number (e g 40-100c) and Enter
et H‘
asting

ek Behodusing
o dgorai Flan Data § Storage 1

+ ocugandgonatiewols Dot [ [ B Dsnaunvaies | 3¢

Click Yorecasting’ in ‘Selected View’

Organizational loveis
Flant 3208

|| o leveistmrofies anthon reauest
«* | Setoctview(s) |[H Dfauitvaiues 3¢

[0

2 Change Material Type

Type a plant number (1.e. 3200) and Enter

Within the R/3 system, there are a set of features that allow the system to determine the
appropriate forecast model (e.g., inclusion of seasonal factors) and the associated



smoothing values. As shown below, the user determines which potential model options
are available and what level of refinement is desired.

System Selection Approach (SSA)

EERE

1
- EIEY -
= 1 . . MRFA ' fof Forecastng | Werkscheduling | Plantdataistor 1 | Plantaatass |, [+ [1]
M... Short text |
- Maleral 401000 Bl TE035Y 40-wall clear Lid
T ]Examma for trend b S0 e
S Examine for seasonal fluctuations o a ]|
A Examine for trend and seasonal fluctuations e
| urmrai data
B unit 6 medsure PC Farécis! mModel T Piriad indicaar ]
Laustfrecast BRiniianed Fistalyes vanast
Fafkal consumpbion RefFiant coreumpban
Datelo Multpar
| Wuriter of periods requied .
Higt periods 60 Foracast poriods 1z Farods per soason 12

(o,
OL Short text P I vake st " mitialization x Tracking fimit 4,690 [ | Resel sutomatitally
E Fln'e (hlgh Uplimizaﬂun £rsonal value s Moded asdsction Seleclion procaduns 1 ] Paras oplimzation

Cptimiation el F ‘Wiighting group. _| Cometion fackins
M Middle (middle optimization level) /M 010 fBuiafack) 0270
i . A fecior Dreits factor 0,18
G Rough (low optimization level)

Exvrune taracast | [mB:  Fowcostaips | (=i Comsumptonwals |

To invoke SSA, the user selects the option the system will use to determine the forecast

model and parameter values. The figure below identifies the appropriate entries in the
‘Forecasting’ tab page.

For model selection, the options are:

Procedure 1 -The system uses a significance test to determine whether a trend or a

seasonal pattern is present, and then selects the forecast model on the basis of
the results.

Procedure 2 - The system carries out the forecast using all the models, optimizes

the parameters, and then selects the model with the smallest mean absolute
deviation.

For Parameter Optimization, the set indicator (check mark) causes the system to
determine the best smoothing factors needed by the given forecast model to minimize
errors. The system calculates a number of different parameter combinations and selects
the one that produces the lowest mean absolute deviation.
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S MRP 4 (s Fomcasting

Waserisl 40-180C

Flant 3200
1]

[General duta

Base unit of measure PG

Fedatt: consumption
DCeate 13

Wi of evods reaured
Hest pancds &0
INiEEETAON pos 12

(oo
Initistration X
Wodel salacbon
Opaimitzaton ieved
Alph 35100 a1l
Gamma factor

Expcute forecast

System Selection
Approach

Lasd foree wed B2IETI2003 Fracal year vartan

Forecas paniods 12
Fined perinds Indicator for parameter opﬁmizaﬁan
Indicatar thal causes P sysiem 10 coimze e sMocthing fadieds nepded By
the given farecast model
Tracking S ] Feset automatically
Selechon protadurs 1 ] Pasnm, 2t Use
| Comecion
& 20 When the indicalor ts sef, paramater optienization ks caeried oul bobh e the fred
and for SubsequUAnt foeRcasts
@.10
= T Procedure
|| Forecast valugs | |l Consumptionvals
Thee systiom ealcutstins 8 rumbar of @ffensnt paramatir tambinstons and
FE0C1S e ONe that DIoduCEs e lowest e abSaiule deviation

Model selection procedure

s procedung dafines Fow e SySiem Sehects e 0pBmum o cas) model

The syslem uses a significance Best 1o debsmiae whelfier 3 trend or @ seasonal
PTEM |5 prEsent, 3nd en Secls e TOrecass Mol on B basis of the
FRsURE

| Wiorkschedoling | Piantdatarstor 1 | Plantdatals m'-illr_l] Procedure 2

The system cames oul the forecast using sl Be models, oplmizes ihe
DRAMatrs, and FeEn SelaciE the model with e Smalest mean absohue
deviation

Bulb: 220F1EW 40w cher bi )
Alanta

Procedure 2 15 mare praciss but 5150 mach mone BMe- conSuming han
EIDCHSED |

Forecas modst T Perod indicator

RefPlantoonsump
Mulspliar

While the R/3 system will determine a set of forecast parameter components, the user still
must provide a number of inputs, as shown below, to complete the forecast preparation

process. With the

required user input supplied, click the Execute Forecast button to

proceed. The time origin and echo check will take place as illustrated in the previous
procedure. If satisfied with the input, click the Forecast button for forecast execution.

Maberial 40-180€
Plant ]
) Q)

[ General gata

Base unit of measure
Lastforecast

Refatl, congurphion
Data by

SSA Example: Employ trend model with system determined

7 WRPA (g Forecasting | Werkscheduling | Plantdalafsior 1 | Plan dalafs..f|, <[ 8] Bedisions ta be iade:

Hi: nenoms . mr Forecas! perods 12 Perinds per season 12

Initalization pd 12 Fowedpariod :

o e B Smoothing Factors
CELELD - System determined
Inialzation 1 Tracking limit 4,008 [::.‘4-_!/—,

Model selestian I 1 fv! Param ogtimizati En’ﬂr (MAD) 5 — 10
OptimizaBion bvel F Weighting groug ] Combction factors

Alpha faclos 0,10 [Be il .20

Gamma facior D 010 .

Save choices
Executeforecast | [mb’  Fomcastvaiues | |l G o vas

parameters -SETUP

YIRS o Model choice: T
History Periods: 60
Initialization Periods: 12

PC Foracast modai T Perlod indicator L] 5 o

0200172603 st Forecast Horizon: 12
RafPlanks snsumplion 1 1 .
s : Season cycle (if appropriate): 12

Auto Imitialize: X

Select Exeoute Forecast
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The Forecast Results report follows the structure as described earlier, with the same
features. Check the ‘Forecast message’ tab to determine what has occurred during
forecast execution. To see the optimal parameter values, click the check button.

SSA Example: Employ trend model with system determined
parameters -Forecast Qutput

Forecast Summary Table |5

- Basic Metrics Basic value. 44664 | Trandvalue 595
1 = MAD 3937 Error total -38487
- Periods estimates

i o

Forecactresils -
Fenod OfgHY  ComHY  ExpostFY  Odg VY ComFV
Forecast Process n Bz/2003 o aaeT
N B3/2003 45856 45856
N 8442003 46452 46452
Performance Graph M8 2000 47048 47048
N B5/2003 47844 47644
N 9712003 48230 43239
Select Check to see ey 48B3 49835
system determiin wmhﬁmmm_rj

smoothing values « 0B %

oD |

Initiakization started
Ex-postforacast carrled out
Time series characteristic changed

SSA Example: Employ trend model with system determined
parameters - System Estimated Smoothing Factors

7 MRP4 T Fomcasting | Work scheduling | Plantdatasstor 1 | Plantgatars: [T

Material 40-1600 Bulb 220135V 40-wall clear ="
Plant 3200 Affanta
(el 03]
SenwrRdobey
| Base unit of measure PE Forecast mode| T Period indicator "
| Lasiforecast @2/81/2003 Fiscal year variant
| Remdan: consumption RefPlantconsumption

Date to Musiplier

[Rumnbar uiperiods mauines s

Select save icon if all
work is to be retained

| Hist periods &6 Forecast periods. 12 Periods per season 12

Ininatization pds 12 Fixed penods

Canwol gata -
| Inbal@ation Trackang limit 4.060 [ ] Resetautormnatically

Maodel selection Belaction procedure 1 | Param.oplimization
| Ombmizaton hevel F Welghting group [] Correction factors -

ot e S o Smaoothing Factor Values
| Gamma factor Detta factor 810

Exscuteforecast | [wb? Forscastvalues | [mE?  Consumptionwais |

For the Glow-Bright data example, the model included trend and determined the best
alpha and beta values, shown below. If satisfied with results, click the save button to save
the forecast values and all forecast parameter settings for future use.
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Summary

This section has demonstrated the steps required to conduct time series forecasting using
the SAP R/3 system. It illustrated how to load data into the material master record,
highlighted the required forecast parameter options that are available to the user and

showed the forecast execution steps.

For more information about the SAP R/3 forecast module, the interested reader can use
the online help system. It provides more extensive documentation of system features and

requirements.

Online Help Steps - |

line help attop of screen

GCH ©Caa DR A

W E| Change Material L-40C (Finished product)
B o= data | &5 O levels g0 data |3y

2. You will see local

3 542 Libeary - Matrorial Mester (UO-MO-S84) - Microsolt Intesmt Explorer: —
Efe Ed  Hew Fgrortes  Took  Hep

D [ 2| Dsewch [alFswetes gFveda P e i o - [ P help screen for cumrent

cursor location. Click on

ek . = -
Acdtress [@) s e 464 e

hook icon with question
mark.

3. At web online page
type in ‘ferecasting’ and
execute search.

.-.,.r.n........... ] . o The search engine will
T 3 = *———— list all pertinent
documents.




Creating Part Numbers

While the SAP R/3 system has about 20 blank part numbers that can be used for
forecasting, it can be advantageous to create unique part numbers for use. The exhibits

below illustrate the required steps:

Navigate to Create Screen to initiate creation process.

Creating New Part Numbers in SAP

GrH c@e DNk D0on B0 D6
S";E";’ ";“‘ While there are useable part numbers
— 7 inthe R/3 database, it is often ugeful to
"5 Bone < have unique part numbers so that data
= 55 Leglsties i =
D Matsials Managamenit sets can be assigned to different users
_) ' Babes and Diskibution % =
et for assignments. The following
2 3 Magter Data - -
5 5 Motors astr illustrates the required steps.
= 3 Material

b ) Croate (Epecial)

1. Navigation to Create New Part:

=

[ | U"JUI.\!’-\

i géf;;%f:ﬁf:w Logistics> Production—> Master Data—>
BSET Pt Material Master = Material> Create
0 3 specin sk (General)~> Immediately (click)

& Other
b Ervdronment
2 Prodution Versions
b ) Bitts of Waterial
B ) Work Centers
O 1 Routings =l
© ) Line Design o

Enter initial required data of unique part number. Using drop down menus for industry
sector and material type, select appropriate options and click check mark.



Creating New Part Numbers in SAP

2. Create Material Imtial
Entry:

Create Material (Initial Screen)

 Selctviews)  Oganzational vl Dafa. = Ingert unique part number in
material entry window (e.g.,
mabert-201)
= Click drop down button for
o e e Industry Sector and then
e EE%’"&J&% - Material Type to select
e - appropriate entries (e.g.,
: Plant Engin/Constn and
Additionals).

=  Hit enter key or click check
mark ‘i)/upper left of screen.

Assign part number to Forecasting and Plant master data set.

Creating New Part Numbers in SAP

3. Next will appear the
Selected Views screen.
Pick Forecasting

option and click check

4. The Organization
Level will be presented,
requiring a plant number
(e.g., 3200). Enter value
and click check mark.

Complete minimal data requirements for master.



Creating New Part Numbers in SAP

Gc8 cna SRk BOHORN o® 5. At the Forecasting Tab
Create Material MABERT-201 (Additionals) 2
ST o T, screen three data entries are

. MRR4 ' & Foecasting | Plantdatafstor | | Plantdatafstor 2 | Warenouse. |, [«[v['8] m]_'[']_lmu]'n I'eq]_ljl'ed eﬂt:[‘j_es:

Woteral  WAGERT:28) pewwssaearge s——— a. Enter a descriptive name
Flant ki) : Adianta
I3 ] s
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Glow-Bright Corporation Case’

John Hartness, plant manager for Glow-Bright Corporation's Atlanta plant, sat at his desk
reviewing recent production reports for the last accounting period. According to the
reports, the plant had been operating near the highest output level in its history for their
model 40-100C, a 40 watt clear incandescent light bulb. Glow-Bright's other product
lines were also experiencing strong sales.

As John sat there feeling proud of the increased output that the plant had attained, the
phone rang and broke into his thoughts. It was Dan Martin, vice president of
manufacturing, calling for his weekly check-in with John to discuss operations at the
plant.

Looking over his production reports, John turned to the warehouse reports to refresh
some points in his mind. "Dan, the warehouse reports have shown excessive costs. The
Atlanta warehouse has had to purchase another forklift and hire an operator for it.
Thompson, at the Chicago facility, has indicated that they have had to rent temporary
space at the public warehouse around the corner. We may have to expand or lease more
space."

A few seconds of silence occurred at the other end of the phone. Then Martin responded,
"Before we consider investing for expansion or committing ourselves to a lease, we must
be certain that the increased demand is genuine. In the next week, discuss with
marketing what demand we can anticipate for the 40-100C bulb in the future. Keep in
mind when you talk to them that those marketing forecasts are never right. It sounds like
we need to act on this issue quickly, so let me know your opinion as soon as possible."

After hanging up the phone, Hartness looked at his watch. It was almost noon. He got
up, pulled his coat off the hook, and headed out of his office door for a luncheon meeting
with the local Kiwanis Club planning committee. As he went through the outer office,
he stopped to talk to his secretary, Emma Castaro. "Emma, will you please go through
our past sales records and list the units sold in each period for the last six years for the
40-100C bulb. Also, bring me the forecast reports supplied by marketing for those same
months. Please have them on my desk this afternoon, so that I can review what has been
happening."

Later that afternoon, Emma came into Hartness' office with the sales and forecast data.
As John looked over the sheets, shown in Tables 1 and 2, Emma said, "I called
marketing and asked for the forecasts, which production planning uses. They sent over
this report." She handed John the forecasts (Table 2) for the same period, as compiled
by the marketing department. Attached to the forecast report was a copy of the standard
form letter (Exhibit 1) from Harold Wilson, vice-president of marketing, to the district
sales managers. He was requesting the annual sales force forecasts for the coming year.
Emma indicated it was sent to give Hartness background on how the annual forecast was
developed.

* Case developed by Vincent A. Mabert, Indiana University. Revised 8/23/2003
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Basically, the sales force is polled as to their expectations for the coming year. These
forecasts are made at the end of each year. The district and home office managers then
make adjustments to remove any bias that the salesmen have. The forecasts are then
given to the production department to use in laying out the manufacturing schedule.

John looked at the actual and forecast sales volume, Tables 1 and 2. He pulled his new
Cross pencil from his shirt pocket and started checking the errors between what was
forecasted and the actual sales.

Then the telephone rang. It was Roger Steel, director of production planning. He called
to find out where John was. Hartness was already half an hour late for the weekly plant
meeting of department heads. John hung up the phone and headed for the conference
room. As he went down the hall, he knew it would be a long night. He needed to get the
new laptop PC from the Industrial Engineering Department to assist in analyzing the
forecast and actual sales volume.

Company Background

Glow-Bright manufactures multiple lighting product lines at the Atlanta plant: both
incandescent (25, 40, 60, 75 watts, etc.) and florescent light (10, bulbs - 10, 20, and 40
watts) in various wattage levels and frosting finishes for residential applications. The
Atlanta twelve-acre site has two plants, employing about 850 employees. Plant 3200
produces incandescent bulbs, while Plant 3400 assembles florescent lights.

Glow-Bright distributes its light bulbs through regional warehouses to wholesalers, major
box retailers like Lowes and Home Depot, and discount chains. The wholesalers then sell
directly to retail outlets like hardware stores.

The National Lighting Institute (NLI) has estimated that sales of lights are broken into
three categories: residential lighting, commercial lighting and specialty applications. The
sales seem to be linked to the general economic conditions of the country. NLI routinely

reports the sales level for the lighting industry. Table 3 lists the industry experience for
the last six years.

Study Guide Questions

1. Evaluate the current forecasting procedures at Glow-Bright. Are they adequate for
manufacturing needs?

2. How would you design and implement a forecasting system at Glow-Bright?
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GLOW-BRIGHT CORPORATION
Atlanta, GA
(Exhibit 1)

October 20, 2002

To: District Managers
C.B. Ernst - Tulsa
R.E. Edmunster
Beach Associates
Haffer & Allison - Portland
Haffer & Allison - Seattle
Bill Tellson
Alloy Products Company

Subject: Unit Sales Product Forecast for Next Year

This is the time of year that we are making plans for next year's production. So that we
can meet your customer requirements and, at the same time, operate our facilities at the
most efficient level, we need your very best efforts in estimating sales by product line.
Please complete the attached forms and return to us by December 10.

You should take as positive an attitude as possible to get the most meaningful
information. While it is true that in many cases customers will tell you that they do not
know what their requirements will be, there may be other individuals within the company
who can give you better information. Keep in mind that the firm itself must make its own
plans in advance and conduct its own surveys.

Among the things that you might want to consider in addition to asking key individuals
within the company are:

a. The general forecast of economic conditions in your territory
. The projected housing starts and commercial construction for the area.
c. Whether or not you feel Glow-Bright will be getting increases, decreases, or the
same share of the business from specific customers.
d. Whether or not you will "break in" with new customers.
e. Whether or not you will lose customers because of problems.

For the last couple of years, we have been caught short, with resulting loss of business
because of poor deliveries. In all cases, we would have been current on deliveries had the

forecast been accurate. It is to our benefit to consider this a major assignment.

Harold Wilson: mrm
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Table 1: 40-100C Unit Sales (Cartons)

Month 1998 1999 2000 2001 2002
1 16,185 24,234 31,768 30,117 28,228
2 13,489 24,793 24,894 26,885 28,833
3 11,287 18,681 18,070 19,686 23,912
4 13,109 17,260 21,138 15,607 21,049
5 12,646 16,673 19,750 16,795 21,672
6 15,802 23,514 32,474 25,172 30,813
7 20,015 24,422 32,053 27,731 39,929
8 29,468 27,075 35,923 27,951 42,256
9 27,348 26,793 35,248 23,729 47,097

10 27,310 30,279 23,315 28,034 39,530

11 26,288 26,118 28,252 26,363 38,465

12 30,654 30986 28,879 27,675 41,292
Table 2: 40-100C Forecast Units (Cartons)

Month 1998 1999 2000 2001 2002
1 27,000 31,000 32,000 34,000 35,000
2 27,000 31,200 32,000 34,000 35,000
3 29,000 31,800 33,000 34,000 35,000
4 29,000 31,400 34,000 34,000 35,000
5 29,000 31,200 34,000 35,500 36,000
6 30,000 31,000 33,000 35,400 36,000
7 31,000 30,800 32,500 36,000 35,000
8 32,000 30,600 32,500 33,000 35,000
9 29,000 30,400 32,500 33,000 35,000

10 29,000 30,000 32,500 32,400 35,000

11 28,600 30,000 32,000 32,000 34,000

12 28,000 30,000 32,000 32,000 34,000
Table 3: Lighting Sales Estimates for NLI ($ 000)

Month 1998 1999 2000 2001 2002
1 67,477 90,462 110,862 102,738 136,985
2 65,815 91,846 118,708 83,354 124,892
3 69,623 97,177 111,008 90,208 121,169
4 96,200 132,123 148,692 126,062 176,985
5 117,508 165,669 174,092 149,862 216,254
6 135,662 161,877 176,985 148,985 222,769
7 138,885 153,331 172,031 152,754 222,323
8 135,138 152,954 158,815 160,985 222,231
9 136,469 154,192 149,062 160,062 227,062

10 138,554 153,323 152,431 155,846 226,708
11 138,000 153,831 155,700 161,215 210,900
12 144,292 157,877 147,662 163,985 210,169

2003
34,197
39,507
27,065
31,818
32,201
38,027
36,585
52,881
41,933
41,701
46,017
45,027

2003
35,000
35,000
36,000
38,500
38,500
38,500
38,000
37,000
36,000
37,000
36,000
36,000

2003
172,154
168,369
176,662
223,954
241,777
252,185
256,238
245,769
244,954
249,969
236,146
242,400
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